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How to Resist the Fading Qualia Argument

Andreas L. Mogensen

Abstract

The Fading Qualia Argument is perhaps the strongest argument supporting the view

that in order for a system to be conscious, it does not need to be made of anything

in particular, so long as its internal parts have the right causal relations to each other

and to the system’s inputs and outputs. I show how the argument can be resisted given

two key assumptions: that consciousness is associated with vagueness at its bound-

aries and that conscious neural activity has a particular kind of holistic structure. I take

this to show thatwhat is arguably our strongest argument supporting the view that con-

sciousness is substrate independent has important weaknesses, as a result of whichwe

should decrease our confidence that consciousness can be realized in systems whose

physical composition is very different from our own.

1 Introduction

Manybelieve that inorder for a systemtobeconscious, it doesnotneed tobemadeof any-

thing in particular, so long as its internal parts have the right causal relations to each other

and to the system’s inputs and outputs. As a result, many also believe that the right soft-

ware could in principle allow there to be something it is like to inhabit a digital computer,

controlled by an integrated circuit etched in silicon. A recent expert report concludes that

if consciousness requires only the right causal relations among a system’s inputs, inter-

nal states, and outputs, then “conscious AI systems could realistically be built in the near

term.” (Butlin et al. 2023: 6) If that were to happen, it could be of enormousmoral impor-

tance, since digital minds could have superhuman capacities for well-being and ill-being

(Shulman and Bostrom 2021).
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But is it really plausible that any system with the right functional organization will be

conscious - even if it is made of beer-cans and string (Searle 1980) or consists of a large

assemblyof peoplewithwalky-talkies (Block 1978)? Mygoal in this paper is to raisedoubts

about what I take to be our strongest argument supporting the view that consciousness

is substrate independent in something like this sense.1 The argument I have in mind is

Chalmers’ Fading Qualia Argument (Chalmers 1996: 253–263). I show how it is possible

to resist the argument by appeal to two key assumptions: that consciousness is associated

with vagueness at its boundaries and that consciousneural activity has aparticular kindof

holistic structure. Since these assumptions are controversial, I claimonly to have exposed

important weaknesses in the Fading Qualia Argument.

I’ll begin in section 2 by explaining what the Fading Qualia Argument is supposed to

show and the broader dialectical context it inhabits. In section 3, I give a detailed presen-

tation of the argument. In section 4, I show how the argument can be answered given the

right assumptions about vagueness and the structure of conscious neural activity. At this

point, I rely on the assumption that vagueness gives rise to truth-value gaps. In section 5,

I explain how the argument can be answered even if we reject that assumption. In section

6, I say more about the particular assumption about the holistic structure of conscious

neural activity needed to resist the FadingQualia Argument in theway I outline. I take the

need to rely on this assumption to be the greatest weakness of the proposed response.

2 Organizational Invariance and Two Arguments

Chalmers argues for the principle of organizational invariance, according to which, given

any system that has conscious experiences in anynomologically possibleworld, anyother

systemwith thesamefine-grained functionalorganizationwill havequalitatively identical

experiences in any nomologically possible world, regardless of its material composition.

Two physical systems are said to realize the same functional organization if they can

bedivided intophysical componentswith the samecausal dependencies relating their in-

1See the third paragraph in section 2 for discussion of twoways in which the conclusion supported by this argu-

ment is weaker than somemay expect a principle of substrate independence to be.
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puts, outputs, and internal states. For sameness of fine-grained functional organization,

we require that the samenessof causaldependencies relating the systems’ inputs, outputs,

and internal states holds at a sufficiently fine-grained level of description that the two sys-

tems determine exactly the same behavioural capacities. Moreover, we require that the

systems realize corresponding states at the relevant times. Any two systems sharing the

same fine-grained functional organization, so understood, are said to be functional iso-

morphs.

It’s worth noting at the outset that the principle of organizational invariance is weaker

in two respects than we might have wanted a principle of substrate independence to be.

Firstly, because it’s phrased as a conditional, it’s consistent with the hypothesis that there

are in fact no nomologically possible conscious systems that are not composed of neu-

rons, glia, and the like, because the laws of nature sharply constrain the kinds of materi-

als that can realize the functional organization required for a system to be conscious (see

Chalmers 1996: 260).2 Secondly, it is consistent with the hypothesis that there are nomo-

logically impossible worlds within which functional isomorphs differ in the character of

their experience or in whether they have any experience at all because of differences in

their material composition (see Chalmers 1996: 257, 269).3

Chalmers (1996) presents two arguments in support of the principle of organizational

invariance: the Fading Qualia Argument and the Dancing Qualia Argument. In the first

instance, the Fading Qualia Argument is intended to rule out the nomological possibility

of functional isomorphs that differ in respect of being conscious at all, while the Danc-

ing Qualia Argument is intended to rule out the nomological possibility of functional iso-

morphs that are both conscious but nonetheless differ in the character of their experi-

ences.

I focusmy discussion on the Fading Qualia Argument. Some readers of The Conscious

Mindmay recall that Chalmers (1996: 270) also argues that the Dancing Qualia Argument

2See Godfrey-Smith (2016) and Cao (2022) for arguments supporting this hypothesis.

3It also allows for nomologically impossible worlds containing unconscious functional isomorphs of systems

that are conscious in the actual world, i.e., zombies (Chalmers 1996: 94–99).
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canbe transposed throughminor alterations to buttress the FadingQualia Argument.4 He

also suggests that thismodifiedDancingQualiaArgument is actually a stronger argument.

However, Chalmers has since changed his mind on this point and now views the Fading

Qualia Argument as the stronger of the two (see Chalmers 2010: 34). Moreover, Chalmers’

transposition of theDancing Qualia Argument is intended to buttress the conclusion that

the spectrum of cases involved in the Fading Qualia Argument does not involve fading

qualia. The response to the Fading Qualia Argument that I’m going to outline is designed

to allow us to answer the argument without committing ourselves to the hypothesis that

fading qualia are involved.

3 The Fading Qualia Argument

Suppose that there exists a system,Robot,with the samefine-grained functional organiza-

tion asDave during a timewhenDave undergoes a rich conscious experience, such as the

experienceofwatchinga loud, colourful basketball game. Suppose for reductio thatRobot

lacks any conscious experience altogether, because Robot is built from silicon chips, and

silicon chips are the the wrong sort of components for realizing consciousness, in spite of

their ability to duplicate the functional organization of Dave’s brain.

We then imagine a spectrum of cases ranging fromDave to Robot, across whichmore

and more of Dave’s brain is replaced with functionally isomorphic components made of

silicon chips. At the first step, we imagine replacing a single biological neuron with an

artificial replacement component made of silicon that performs the same fine-grained

functional role. As we move across the spectrum, we replace additional neurons, one by

one, always maintaining the same fine-grained functional organization. Eventually, no

biological material remains.5

4He denies that the Fading Qualia Argument can be transposed to yield an argument against functional iso-

morphs that are both conscious but that differ in the character of their experiences. See Chalmers (1996: 266).

5Even if we grant the possibility of a functional isomorph of the human brain realized in silicon, wemight doubt

that it is possible to replace individual neurons with silicon components while retaining the same fine-grained

functional organization. That is because there would be serious difficulties involved in getting neurons and
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By assumption, Dave is conscious and Robot isn’t. The question is how this transi-

tion from consciousness to unconsciousness plays out as we move along the spectrum.

One possibility is that consciousness degrades gradually as we imaginemore andmore of

Dave’s brain replaced. Another is that there is no gradual degradation and instead a point

atwhich richanddetailedconsciousexperienceabruptly switchesoffcompletelybetween

two neighbouring cases. Each of these possibilities is argued to be extremely implausible,

and, with it, the assumption that Robot isn’t conscious.

Chalmers makes quick work of the idea that there might be suddenly disappearing

qualia, i.e., a point at which consciousness abruptly switches from rich and detailed to

totally absent. He rejects this possibility because, he says, an abrupt transition from con-

sciousness to unconsciousness of this kindwould imply “brute discontinuities in the laws

of nature unlike those we find anywhere else” and because any point of discontinuity

would be “entirely arbitrary” (Chalmers 1996: 255).

As for the possibility of fading qualia, Chalmers thinkswe can reject this possibility for

the following reason. Imagine a system halfway along the spectrum between Dave and

Robot. Call this system Joe. By assumption, Joe’s experience is degraded relative toDave’s.

Thus, where Dave sees glaring, bright red and yellow uniforms worn by the players, Joe

might experience only a tepid pink and murky brown; where Dave experiences the loud

noises of the roaring crowd, Joe experiences only a sort of distant rumble. Nonetheless,

Joe isn’t able to report any of this. Since he is Dave’s functional isomorph, he, like Dave,

reports having vivid experiences of sound and colour. Nor is Joe in a position to notice

that these reports systematicallymisdescribewhathe’s experiencing, assuming thatnotic-

ing requires a particular kind of cognitive processing that supervenes on the fine-grained

functional organization of the brain. After all, Dave is Joe’s functional isomorph, and he

fails to notice any such discrepancy, since none exists for him. On a functional construal

of belief, Joe will even count as believing, like Dave, that his experiences really are strong

silicon components to interact appropriately with one another while retaining sameness of fine-grained func-

tional organization: see Cao (2022: 5–10). Here, I set aside any worries about the feasibility of single-neuron

replacement. See Chalmers (1996: 259–260) for suggestions about how the argument can be reformulated or

amended to address such concerns.
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and vivid, although they are really dim and murky. All this, Chalmers (1996: 257) claims,

is extremely implausible: “For a sentient, rational being that is suffering from no func-

tional pathology to be so systematically out of touch with its experiences would imply a

strongdissociationbetween consciousness and cognition. Wehave little reason tobelieve

that consciousness is such an ill-behaved phenomenon, and good reason to believe oth-

erwise.”6

4 Vagueness and the Fading Qualia Argument

The Fading Qualia Argument is obviously similar to the Sorites Paradox. Still, Chalmers

(1996: 261) insists that his argument isn’t soritical. It doesn’t say: Dave is conscious; if 𝑋𝑖

is conscious, then if 𝑋𝑖+1 is obtained by replacing a single neuron in 𝑋𝑖 with silicon, 𝑋𝑖+1 is

conscious also; therefore, by repeatedapplicationofmodusponens, Robot is conscious. In

conceding, at least for the sake of argument,7 that consciousness might in principle fade

gradually to nothing as wemake small changes, Chalmers seems to allow that some small

change in the system, like replacementof a singleneuron, could takeus fromacaseof faint

and badly degraded conscious experience to no conscious experience at all. Therefore, he

does not assume the conditional premise stated above.

Nonetheless, it seems to me that we can resist the Fading Qualia Argument by inter-

preting the spectrum of cases to which it appeals as giving rise to vagueness. Here is how.

6Block (2023: 454-455) suggests that, on a natural reading, Joe can be said to suffer from functional pathology,

since the cognitive processes that are recruited in phenomenal introspection are completely misfiring in his

case. Arguing for the contrary conclusion, Chalmers (1996: 257) tells us that “Joe’s processes are functioning as

well as [Dave’s] – by hypothesis, he is functionally isomorphic.” (Emphasis in original.) Block (2023: 455) un-

derstandably objects that it is question-begging to define pathology as supervening on fine-grained functional

organization in thepresent context. I think it’s clear that theassumptionsabout theaccessibility ofphenomenal

character to introspection on which the argument relies need to bemade clearer and/or put on a firmer basis.

However, since it’s obvious that something intuitively bizarre is going on in Joe’s case, I wouldn’t be surprised to

learn of a successful patch for this vulnerability in the argument.

7Elsewhere, he writes: “There is something odd about the idea that a systemwith 𝑛 elements could not be con-

scious but a systemwith 𝑛 + 1 elements could be.” (Chalmers 1996: 297)
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At the outset, we say that it is determinate that the individual has a richly detailed expe-

rience of the basketball game unfolding. The colours are bright, the sounds loud. Once

we’ve replaced a good portion of the original neural tissue, it’s not the case that the in-

dividual is determinately conscious and experiencing the world as murky and muffled.

Instead, it’s indeterminate whether the individual is having an experience that is quali-

tatively identical to the original experience, and determinate that they aren’t having any

other experience. At this point, it is therefore indeterminate whether they are having any

experiences at all. After enough of the brain has been replaced, it becomes determinate

that they aren’t having an experience that is qualitatively identical to the original expe-

rience, and it remains determinate that they aren’t having any other experience. At that

point, it’s therefore determinate that they aren’t having any experiences at all.

Supposeweenumerate themembers of the sequence as𝑋1, 𝑋2, . . . , 𝑋𝑛 , where𝑋1 isDave

and 𝑋𝑛 is Robot. Let instances of the sentence schema ⌜𝑋𝑖 has 𝐸 ⌝, obtained by replacing

the variable 𝑖 with the name of an integer between 1 and 𝑛, assert that the corresponding

element in the sequence has exactly the same richly detailed experience of the basket-

ball game unfolding that Dave has. Assumewe reject an epistemicist theory of vagueness

(Williamson 1994) and treat vagueness as giving rise to truth-value gaps. Assume, further-

more, that we accept the description of the sequence outlined in the previous paragraph.

We can then say that the sentence schema ⌜𝑋𝑖 has 𝐸 and𝑋𝑖+1 does not have 𝐸 ⌝ has no true

instances. In that sense, there are no suddenly disappearing qualia.

Assume, furthermore, that we accept a theory of vagueness that recognizes degrees of

truth (e.g., Goguen 1969; Lewis 1970; Kamp 1975; Machina 1976; Edgington 1992, 1997;

Smith 2008). For concreteness, suppose we accept a supervaluationist theory that lets us

talk about smaller and larger subsets of the set of permissible sharpenings and treats sen-

tences that are true according to larger subsets of sharpenings as having greater degrees

of truth (seeWilliamson 1994: 154–156 and Keefe 2000: 171–172 for discussion). Then we

can say that instances of the sentence schema ⌜𝑋𝑖 has𝐸 ⌝ decreasebit bybit in their degree

of truth as we move across the spectrum. This provides some sense in which conscious-

ness ‘degrades’ gradually, although ⌜𝑋𝑖 does not have 𝐸 ⌝ has no true instances prior to the
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pointwhere it is also true that the system is completelyunconscious.8 In that sense there is

nodeterminate change in phenomenal character aswemove across the spectrum, setting

aside the eventual loss of consciousness. But nor are there suddenly disappearing qualia.

Besides allowing us to go between the horns of Chalmers’ dilemma, why might

someone who rejects the principle of organizational invariance wish to interpret the

𝑋1, 𝑋2, . . . , 𝑋𝑛 spectrum in this way? Suppose that we are attracted to a biological theory

of consciousness on which consciousness essentially is a particular kind of functional or-

ganization of neural tissue, and so requires a neurophysiological substrate,much aswater

essentially is the liquid phase of H2O, and not the liquid phase of just any polar molecule

that is potable, transparent, etc. Evidence suggests that conscious experiences in human

subjects involvewhatDehaene (2014: 137) calls “a coherent brain-scale assembly”: a state

involving synchronized and integrated information processing that binds together dis-

tributedpopulations of neurons and facilitates their shared encoding of a coherent neural

representation.9 Therefore, one natural way to develop a biological theory of conscious-

ness is to propose that 𝐸 is some particular holistic pattern of brain activity, 𝑁 , and any

8A somewhat similar idea is proposed by Bostrom (2006), who suggests that there is no difference in quality

between Dave and Joe’s experiences, but a difference in the quantity of experience that each has. However,

in Bostrom’s conception, the sense in which Dave has more experience than Joe is supposed to be the same

sense in which there is more pain when more individuals are in pain. This, I take it, is distinct from the idea

that ascriptions of phenomenal consciousness admit of degrees of truth and that such ascriptions are less true

in respect of Joe than in respect of Dave. (Presumably the sentence ‘Someone is in pain’ does not take a higher

degreeof truthwhen twopeople are inpain thanwhenonly one is.) Moreover, thehypothesis that there is only a

difference inquantitybetweenDaveand Joe’s experiencesdoesnot suffice to rebut theFadingQualiaArgument.

Weneed to knowwhat happens at other points in the spectrum. For example, is quality of experience preserved

for all decreases in the quantity of experience until the quantity of experience is exactly zero? If so, we have

suddenly disappearing qualia, whereas Bostrom makes no objection to Chalmers’ dismissal of the possibility

of suddenly disappearing qualia.

9Of course, it is hardly uncontroversial that consciousness neural activity involves global patterns of activity

of this kind: see Lamme (2006, 2010) and Block (2007). Nonetheless, global theories of the neural correlates

of consciousness are reasonable to believe given current evidence and it would be a significant liability if the

Fading Qualia Argument required us to assume their falsity. Moreover, as I argue at the end of section 6, local

theories appear to put independent pressure on the epistemological assumptionsmade by the argument.
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experience, 𝐸 ′, that is determinately different in character is a holistic pattern of brain ac-

tivity, 𝑁 ′, of a determinately different kind.10 Arguably, what happens as more and more

neurons are replaced isn’t that we transition between different holistic patterns of brain

activity. At each stage, if there is someholistic pattern of brain activity going on, it canonly

be𝑁 . However, it becomes less and less clear that the pattern of activity that’s in place can

be described as a pattern of brain activity. Exactly what counts as brain activity is surely

vague. Just how much active matter needs to be neural matter? There’s presumably no

sharp boundary. Once we’re far enough along the sequence - but not too far - it’s simply

going tobe indeterminatewhether theparticular assemblyofneural cells and siliconparts

counts as a brain, as opposed to something else.11

Assume we are happy to go along with the assumptions I’ve outlined. Assuming we

do not endorse an epistemicist theory of vagueness and instead treat vagueness as giving

rise to truth-value gaps, we ought then to say that the schema ⌜𝑋𝑖 has 𝑁 and 𝑋𝑖+1 does

not have 𝑁 ⌝ has no true instances. Assuming that we accept a theory of vagueness that

recognizes degrees of truth, such as the a supervaluationist theory that identifies higher

degrees of truth with larger subsets of the set of permissible sharpenings, we can also say

that instances of the sentence schema ⌜𝑋𝑖 has 𝑁 ⌝ decrease bit by bit in their degree of

truth. If we then also count all instances of the biconditional schema ⌜𝑋𝑖 has 𝐸 iff 𝑋𝑖 has

𝑁 ⌝ as determinately true, then, on the standard supervaluationist logic, indeterminacy of

any instance of ⌜𝑋𝑖 has𝑁 ⌝ entails that ⌜𝑋𝑖 has 𝐸 ⌝must also be indeterminate. In this way,

we can end up committed to saying everything I said above.

Ifwe can say all that, we appear tohavedefeated theFadingQualiaArgument. Wedon’t

have suddenly disappearing qualia, in the sense that ⌜𝑋𝑖 has 𝐸 and 𝑋𝑖+1 does not have 𝐸 ⌝

has no true instances.12 Nor do we have fading qualia, in the sense Chalmers imagines.

10Here, ‘brain activity’ may be understood loosely, as a pattern of activity occurring in tissue composed of neu-

rons, glia, and the like, as opposed to a stricter sense of activity occurring within tissues organized to play a

particular role within the nervous system of an animal. Thanks to Brad Saad for noting this distinction and

pressingme to clarify this issue.

11The same can be said in respect of whether the system counts as biological.

12If we are supervaluationists, we do, however, remain committed to the truth of the sentence, “There is some 𝑖
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Joe is not determinately having an experience as of muted colours and muffled sounds.

Rather, it is indeterminate that Joe is having any experience at all, since it is indetermi-

nate that he has the same richly detailed experience of the basketball gameDave has, and

determinate that he has no other experience. Nothing in the set-up leads to bizarre fail-

ures of introspective access to the character of experience on behalf of any subject that

can truthfully be described as conscious.

Of course, the argument assumes that there are borderline cases, where a system is

neither determinately phenomenally conscious nor determinately unconscious. That is a

controversial assumption. Manyphilosophershave the intuition that thereareno indeter-

minate cases of phenomenal consciousness (Searle 1992; McGinn 1996; Tye 2021). That

includes Chalmers (1996: 105, 297). However, explicit arguments for this claim are few

(Antony 2008; Simon 2017) and appear to face significant challenges (Hall 2023). Given

that the evolutionary trajectory from the earliest single-celled prokaryotes to human be-

ings proceeds gradually as a result of the accumulation of selectively advantageousmuta-

tionsover the courseof billionsof years, thehypothesis of a sharpboundary that separates

conscious from unconscious life seems incredible (Godfrey-Smith 2020; Schwitzgebel

2021). Furthermore, the assumption that consciousness is sharp is close to question-

begging in the current context. It is obviously vague what counts as brain activity. There-

fore, anyonewho finds plausible the view that consciousness is essentially a formof brain

activity has good reason to demur from the assumption that consciousness cannot have

borderline instances, given our current assumptions about vagueness (compare Antony

2006: 521–525).

5 An Apology for Suddenly Disappearing Qualia

In theprevious section, I relied on the idea that a plausibleway todevelop abiological the-

ory of consciousness is one onwhich𝐸 is someparticular holistic pattern of brain activity,

𝑁 , and what happens as more andmore neurons are replaced isn’t that we transition be-

tween different holistic patterns of brain activity, but simply that it becomes less and less

such that 𝑋𝑖 has 𝐸 and 𝑋𝑖+1 does not have 𝐸 .” If that worries you, read on to section 5.
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clear that the pattern of activity that’s in place can be described as a pattern of brain activ-

ity, although it is determinate throughout that no other pattern of brain activity with the

holistic character needed for consciousness is involved. In that case, epistemicism entails

that ⌜𝑋𝑖 has 𝑁 and 𝑋𝑖+1 does not have 𝑁 ⌝ has a true instance. If we assume that all in-

stances of the biconditional schema ⌜𝑋𝑖 has 𝐸 iff 𝑋𝑖 has 𝑁 ⌝ hold, it follows that ⌜𝑋𝑖 has 𝐸

and 𝑋𝑖+1 does not have 𝐸 ⌝must also have a true instance. Assuming no other experience

is had at any point in the spectrum, epistemicism thereby commits us to the possibility of

suddenly disappearing qualia.13

If we find epistemicism plausible,14 this might seem like an embarrassment.15 After

all, Chalmers tells us that the possibility of suddenly disappearing qualia is absurd and

implies that for it to be plausible that replacement of a single neuron results in the loss

of consciousness, the person’s experience must already be of severely muted colours and

badlymuffled sounds. I disagree. If we think that brain activity is necessary for conscious-

ness and take seriously the idea that replacement of this particular neuron can make the

difference as to whether a system constitutes a brain – as epistemicists surely must – we

need feel no embarassment in supposing that that cut-off is associatedwith a sudden loss

of rich anddetailed conscious experience, as opposed toneeding tooccur at apointwhere

consciousness has already become thoroughly degraded. At the least, I claim, that holds

true for any sense of ‘thoroughly degraded’ that we should be shocked to find a person

13As noted previously, it also follows from supervaluationism that the sentence “There is some 𝑖 such that𝑋𝑖 has

𝐸 and𝑋𝑖+1 doesnothave𝐸” comesout true, although ⌜𝑋𝑖 has𝐸 and𝑋𝑖+1 doesnothave𝐸 ⌝hasno true instances.

The discussion in this sectionmay therefore serve also to reassure readers who have residual doubts about the

ability of supervaluationism to avoid an implausible commitment to suddenly disappearing qualia.

14This may not include Chalmers: see Chalmers (2012: 288–289).

15Epistemicism does potentially allow us to drop one of the philosophically controversial assumptions outlined

at the end of the previous section: namely, the assumption that ‘phenomenally conscious’ is a vague predi-

cate. Even if ‘phenomenally conscious’ is coextensive with some neurophysiological predicate that is vague, it

need not follow that ‘phenomenally conscious’ is itself vague (compare Antony 2006: 522–523). Epistemicism

arguably entails that any vague predicate is coextensive with some sharp predicate (if only in an idealized lan-

guage): namely, a sharp predicate that picks out the location of the borderline between the vague predicate’s

extension and its complement.

11



failing to notice.

To explain why, I rely on an analogy. Imagine that I use a pencil to write out the sen-

tence, “Kim is wearing brightly coloured yellow socks,” on a sheet of paper. This sentence

has a certain intentional content. It represents Kim as the wearer of bright yellow socks.

Imagine now that I write out this sentence using a successively fainter and fainter hand,

until I apply so little pressure to the page that no sentence at all is inscribed thereon. As

you scan your eyes down the page, the sentence “Kim is wearing brightly coloured yel-

low socks” becomes gradually fainter and fainter, until it disappears altogether. But the

samedoesn’t hold trueof the colour of Kim’s socks, as representedby the sentences Iwrite.

Those colours don’t get any fainter. So long as there is a determinate sentence there to be

read at all, the sentence represents Kim’s socks as being exactly as brightly coloured as its

predecessors, nomatter how faint my handwriting. The content of the sentence does not

change, insofar as there is any determinate sentence present to have a content at all. It is

only the vehicle that gradually degrades.

Consciousness too has intentional content. Some, including Chalmers (2004), go so

far as to hold that phenomenal properties are identical to certain representational prop-

erties (Harman 1990; Dretske 1995; Tye 1995; Lycan 1996; Byrne 2001). As with the case of

written sentences, we need to distinguish the properties represented in experience from

propertiesof the experience. RecallDave,who iswatching a loudandcolourful basketball

game in action. Suppose part of Dave’s experience is of a yellow triangle of fabric, seen as

part of a basketball player’s jersey. That experience is presumably not itself either yellow

or triangular.

A plausible hypothesis, then, is that there exists a spectrumof possible cases involving

conscious experience that is like the sequence of ever-fainter sentences that I described

above. In other words, we can imagine a spectrum of cases involving conscious experi-

ences with the same intentional content, but which differ in that the vehicle of content

gradually degrades fromone case to thenext, up to thepoint atwhich there is finally noth-

ing there at all. The content remains the same throughout, until there’s no content. More-

over, we can imagine that the spectrum appealed to in the FadingQualia Argument works

like that. If so, I think the argument can be defeated while conceding a commitment to
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suddenly disappearing qualia.

A keymotivation for identifying phenomenal and intentional properties is a line of ar-

gument going back at least to Moore (1903), which maintains, roughly, that our ordinary

mode of access to the character of experience is indirect and goes via access to the inten-

tional contentof experience. If I try tobringmyattention to thecharacterofmyexperience

of the blue of the sky, I find that I end up focusing on the blue of the sky, as represented

in my experience. There doesn’t seem to be any separate mental blue in my mind. We

needn’t here assume the strong transparency hypothesis - rejected by Moore - on which it

is impossible to become directly aware via introspection of intrinsic properties of experi-

ence distinct from the experience’s intentional content (Harman 1990; Tye 1995). In what

follows, I assume only the more plausible weak transparency hypothesis, on which it’s at

the very least rare and/or difficult (Kind 2003).

Suppose Joehas had a large part of his brain replacedwith silicon chips, but is still con-

scious. Assuming weak transparency, for Joe to be thoroughly and bafflingly out of touch

with the character of his experiences, he arguably needs to be ignorant of their intentional

content. Even if intentionalism is false and there is somenon-intentional difference in the

character of Joe’s and Dave’s experiences, given weak transparency, Joe’s failure to notice

would hardly be baffling or extraordinary. If Joe is to be ignorant of the intentional con-

tent of his experiences, that presumably requires their intentional content to differ from

the content of Dave’s experiences. But that need not be true, since Joe’s experiencemight

be degraded relative to Dave’s only in the sense that a faint inscription of “Kim is wearing

brightly coloured yellow socks” is degraded relative to an inscription made by pressing

hard with a newly sharpened pencil. Just as those two sentences nonetheless have the

same intentional content, so Dave and Joe would have experiences with the same inten-

tional content, and those experiences would be very difficult, if not impossible, to distin-

guish introspectively.

More generally, as we traverse the spectrum, the world is not experienced as dimmer

and fainter. In that sense, there are no fading qualia. It is the vehicle that gradually de-

cays, not the content. The intentional content of experience remains fixed up to the very

end, when the vehicle of content becomes so utterly degraded that it fails to support any
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content at all. In that sense, we have a case of richly detailed consciousness disappear-

ing suddenly as a result of a minor transition. But there needn’t be anything arbitrary or

mysterious going on here, since the analogy with fainter and fainter inscriptions of “Kim

is wearing brightly coloured yellow socks” shows us that this sort of change is perfectly

intelligible. It’s just a fact about the way intentional contents relate to their vehicles that

exactly the same intentional content can be supported by a badly degraded vehicle all the

way up to the point at which additional degradation of the vehicle means there’s actually

no vehicle left to support any content at all.

6 Holism

Wenever said explicitly according towhat pattern neurons are replacedwith silicon chips

as wemake the transition fromDave to Robot. It might have been natural to imagine that

individual neurons were being replaced at random. To assess the robustness of the pro-

posed response to theFadingQualiaArgument,we shouldmake sure toexplicitly consider

alternative scenarios that might be used to run the argument.

Imagine, then, that we do not randomly replace individual neurons, but first replace

all and only those neurons encoding, say, visual information. Suppose also that Joe oc-

curs at a point along the spectrum at which replacement of all and only those neurons

encoding visual information is complete. Someone might imagine that those who treat

conscious experience as being essentially a pattern of brain activity will think that in this

scenario, Joe’s experience will be like Dave’s except that it has no visual qualia, since we

have preserved those patterns of brain activity that encode the remaining information of

which Dave is conscious (compare Searle 1992: 66-67). Maybe it was indeterminate at

some point along the way whether the system still had visual qualia. Even so, we might

think, if conscious experience is essentially a pattern of brain activity, then once we’ve re-

placed all the neurons encoding visual information, it has to be determinate that visual

qualia are gone.

If Joe’s experience were like Dave’s except that it had no visual qualia, then Joe would

exhibit a bizarre failure of introspective access to the character of his current experience if
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he failed tonotice thathe lacks anyconscious visual experiences.16 Theconclusion thathe

would fail to notice can easily be derived by repurposing the arguments set out in section

3 for thinking that Joe would not be able to notice if his visual qualia are faded. Thus, if we

should expect that Joe’s experience will be like Dave’s but for the absence of visual qualia

when the transition fromDave to Robot involves first replacing all and only those neurons

encoding visual information, the Fading Qualia Argument is alive and kicking. To be able

to respond to the argument in full generality, we have to say that replacement of all and

only those neurons encoding visual information does not result in a casewhere Joe has an

experiencemuch like Dave’s but without visual qualia.

As a matter of fact, I did say that. At least, I said something that directly entails it. In

section 4, I said that as more and more neurons are replaced with silicon components as

wemake the transition fromDave to Robot, we do not transition between different holis-

tic patterns of brain activity and so do not transition between qualitatively different con-

scious experiences. That entails that it is not true that Joe is having an experience quali-

tatively different fromDave’s, as would be the case if Joe were having an experiencemuch

like Dave’s but without visual qualia.

Still, it might not have been obvious that that entailment was supposed to hold even

in the case when the transition from Dave to Robot involves first replacing all and only

those neurons encoding visual information – a case that might not have been salient to

you. Noticing that entailmentmight lead you to have (new) doubts about the assumption

on which I relied previously about the holistic character of conscious neural processing.

I claim that how seriously we should take those doubts depends on how seriously we

should take the view known as phenomenal holism in the philosophy of consciousness

(Searle 2000; Bayne and Chalmers 2003; Bayne 2010): very roughly, the view that the con-

scious whole is prior to its parts. That’s because the assumption on which I’ve relied so

16Note, however, that cases of Anton syndrome exhibit something like this profile, with patients who are cor-

tically blind insisting that they can see. Thus, Chalmers needs to say why a commitment to the nomological

possibility of Joe’s unnoticed blindness, as describedhere, is significantly harder to accept than a commitment

to thenomological possibility of Anton syndrome,which everyonemust accept. SeeChalmers (1996: 260–261)

and Block (2023: 455–456) for discussion. Compare the discussion in footnote 6.
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far follows from phenomenal holism in conjunction with identity statements it would be

natural for adherents of a biological theory of consciousness to endorse.

I’ll start by doing more to clarify the assumption on which I’ve relied about the holis-

tic character of conscious neural processing. I’ll call this assumption neural holism from

now on. Consider some overarching pattern of brain activity that binds together activ-

ity in different populations of neurons, thereby realizing an integrated and coherent total

phenomenal state, understood as the overarching experience that subsumes each of the

more particular experiences had by a conscious subject at a given point in time.17 Neural

holism says that those of the network’s proper parts that encode experiences subsumed

by the total phenomenal state do not realize conscious experiences in and of themselves:

they do not realize any conscious experience except by virtue of forming part of an over-

arching pattern of brain activity that similarly integrates information across distributed

populations of neurons so as to realize a coherent neural representation.

It follows that replacement of all and only those neurons encoding visual information

does not result in Joe having an experience much like Dave’s but without visual qualia.

Those patterns of brain activity that encode the non-visual information of which Dave is

conscious don’t suffice on their own for realizing proper parts of the original experience.

If the overarching pattern of information processing of which they form part is correctly

described as a pattern of brain activity, then they realize the relevant proper parts of the

original experience, which is itself realized in its entirety. If it does not, they do not. If it is

indeterminate, then it is indeterminatewhether anyproperpart of theoriginal experience

occurs.18

17On how to understand the relation of subsumption, see Bayne and Chalmers (2003).

18If that’s what neural holism says about Joe, does it also entail, absurdly, that people who are blind as a result of

lesions to the visual cortex aren’t having experiences that are like the experiences of sighted people but lacking

in visual qualia? No. Here’s the crucial difference. In cases of cortical blindness, neural populations encod-

ing sensory information participate in an overarching pattern of brain activity encoding a coherent content

fromwhich visual information is missing. In Joe’s case, by contrast, if those same patterns of activation occur,

they do so as part of a neuron-silicon assembly encoding a coherent content to which visual information con-

tributes. Only in the latter case does the substantial replacement of neural matter by silicon call into question

the biological status of the overarching information-processing network responsible for integrating informa-
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I claim that neural holism follows from phenomenal holism, given identities that it

wouldbenatural for adherents of abiological theoryof consciousness to accept. Phenom-

enal holism is the view that the total phenomenal state is basic and its parts are derivative.

The specific versionof phenomenal holism Ihave inmind says that any component of any

total phenomenal state is conscious only because there exists a total phenomenal state of

which it is part. In this sense, consciousness is inherited by the parts from the whole.

Bayne (2010) formulatesholismabout consciousness slightlydifferently, namely as the

view that “the components of thephenomenal field are consciousonly as the components

of that field.” (Bayne 2010: 225) (My emphasis.) I take him as denying that one and the

same token phenomenal state can occur within the context of different total phenome-

nal states.19 We may, however, find it plausible that one and the same pain can persist

throughout changes in the overall character of a person’s experience and so participate in

distinct total phenomenal states. In my formulation, phenomenal holism allows for this

possibility, but insists that any component of any phenomenal field depends for its being

conscious at a time on its inclusion at that time in the given conscious whole of which it

then formspart. In a similar fashion, a soundwavemaypass fromabodyof air to abodyof

water, but is in each casenothingmore thanapatternof disturbance in the givenmedium.

In a roughly similar sense, phenomenal holism understands the components of the phe-

nomenalfield “asbumpsor formsor features in theunifiedfieldof consciousness.” (Searle

2000: 574)

Holism in my formulation remains supported by the same arguments relied on by

Bayne. For example, one key argument for holism (Bayne andChalmers 2003; Bayne 2010:

236–238) is that it explains phenomenal unity, understood as the idea that for any set of

experiences had by any conscious subject at a given point in time, there is an overarch-

tion across sensory channels.

19Bayne (2010: 243)writes that “tokens of a single fine-grained phenomenal state type can occurwithin the con-

text of various total phenomenal state types.” Other philosophers such as Sprigge (1983) may be understood

as putting forward a form of holism on which tokens of a fine-grained phenomenal state type can only occur

as parts of one and the same total phenomenal state type, because the phenomenal character of every part of

any total phenomenal state reflects the character of every other. See Dainton (2000: 182–239) for discussion.
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ing experience that subsumes them. Phenomenal unity is a claim about how things stand

for the subject at a fixed point in time and so doesn’t touch on the ability of one and the

same token experience to participate in different total phenomenal states at other times.

It stands to reason that phenomenal unity is explained at least as well by my formulation

of phenomenal holism as by Bayne’s.

Now to show that the desired entailment exists between neural and phenomenal

holism given the right identities. Say that any total phenomenal state is identical to some

overarching pattern of brain activity that binds together distributed populations of neu-

rons to realize an integrated and coherent neural representation. Identify its components

with those proper parts of the overarching pattern that encode different aspects of the co-

herent representational state realized across thepattern as awhole. These identities strike

me as ones it would be natural for adherents of a biological theory of consciousness to en-

dorse. Andwith these identities inplace, phenomenal holismentails neural holism:20 that

the components of a given total phenomenal state are conscious only because there ex-

ists some total phenomenal state of which they are part entails that the proper parts of

an overarching pattern of brain activity identifiedwith a given total phenomenal state are

conscious only as the parts of an overarching pattern of brain activity of that kind.

Inotedat the start of this section that inorder tobeable to respond to theFadingQualia

Argument in full generality, we have to say that replacement of all and only those neurons

encoding visual information does not result in a case where Joe has an experience much

like Dave’s but without visual qualia. As I’ve now argued, that conclusion follows from

neural holism, which itself follows from phenomenal holism in conjunction with iden-

tity statements involving total phenomenal states and their components that it would be

natural for adherents of a biological theory of consciousness to endorse. Obviously, phe-

20The converse entailment also holds.
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nomenal holism is controversial.21 Still, Chalmers accepts holism22 (Bayne andChalmers

2003), and there are good arguments in its favour. As noted, it explains the unity of con-

sciousness (Bayne and Chalmers 2003, Bayne 2010: 236–238). It also gains support from

scientific theories of consciousness like the global neuronal workspace theory (Dehaene

2014) (see Bayne 2010: 228–229).

It is also worth noting that some of the best reasons to doubt phenomenal holismmay

also cast doubt on theFadingQualia Argument itself. Here is theparticular example I have

in mind. As noted by Bayne (2010: 228), phenomenal holism can be challenged by evi-

dence supporting theories of consciousness like Lamme’s local recurrent processing the-

ory (Lamme 2006, 2010). According to Lamme, visual experience can be realized by local

activity within circumscribed regions at the back of the brain and does not depend on

global patterns of neural activity (see also Zeki and Bartels 1999; Block 2007). This sug-

gests an atomistic picture of perceptual consciousness as built up from different streams

of information processing, each conscious in itself in virtue of local recurrent processing

in circumscribed cortical areas. But local theories like Lamme’s also call into doubt the

assumptions about the accessibility of phenomenal character to introspection on which

the Fading Qualia Argument relies. Local processing of visual stimuli at the back of the

brain need not recruit areas at the front of the head involved in introspective judgment.

As a result, theories like Lamme’s strongly suggest the possibility of dissociations between

experience and introspective access to the character of experience even in the absence of

any functional pathology (see Block 2023: 451-459).23

21Though it is worth emphasizing here that, as explained previously, the version of holism I outline is weaker

than others, and so escapes objections that specifically target the hypothesis that the same experience cannot

occur as part of distinct total phenomenal states: for example, the argument against holismput forwardby Lee

(2014: 296–297).

22Albeit with some caveats, see Chalmers (2014: 792–796).

23Note also that for present purposes we do not need holism to be true of all minds, but only of those minds

for which we expect the character of experience to be introspectable. If there are counter-examples to phe-

nomenal unity in, say, cases of epileptic patients treated with commissurotomy (Nagel 1971; Lockwood 1989;

Bayne 2008; Schechter 2014), then holism may be false of such minds. However, such putative cases of dis-
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7 Conclusion

I’ve shown how the Fading Qualia Argument can be resisted given assumptions to the ef-

fect that consciousness is associated with vague boundaries and that conscious neural

activity has a particular kind of holistic structure. I take this to show that our strongest

argument supporting the view that consciousness is substrate independent has impor-

tant weaknesses, as a result of which we should decrease our confidence that conscious

AI systems can be built.

Since the assumptions needed to resist the Fading Qualia Argument in the way I’ve

outlined are controversial, I claim only to have exposed important weaknesses in the ar-

gument. I have certainly not refuted it. Thus, while I take my argument to show that we

should decrease our confidence that conscious AI systems can be built, it is an openques-

tion by how much, and whether the decrease should be substantial. It depends on what

attitudewe take to the twoassumptions onwhich I’ve relied. There is a lot of scope for rea-

sonable disagreement here. Formy own part, I feel confident that consciousness is in fact

associated with vagueness at its boundaries. By contrast, I go back and forth onwhether I

find the kind of holism I outlined in the previous section to be believable.
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