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Introduction

The Global Priorities Institute (GPI) is an interdisciplinary research institute at the
University of Oxford. Our mission is to conduct and promote world-class,
foundational academic research on how to do good most effectively. This research
agenda sets out some research topics that seem particularly promising to the
philosophy team at GPI. It is not meant to cover all possible areas where we would be
excited to see new work. Indeed, we hope this agenda will inspire reflection on what
further areas of research might fit within our mission. Philosophers from a wide
range of backgrounds may have relevant expertise; our current work draws on ethics,
political philosophy, epistemology, philosophy of science, decision theory, and
philosophy of mind and cognitive science.

In line with our mission, the topics we will discuss are chosen because they are
important for the project of ethical prioritisation. There are many morally important
problems in the world. It is impossible for any single individual or institution to solve
them all. One must therefore prioritise, both among the problems themselves and
among the means for tackling them. And prioritisation requires careful analysis. It will
often involve thinking at the margin (roughly, asking what changes we each can make,
given how things are) and making comparative judgements (asking not only what is
important, but what is most important). While much of our work is deeply theoretical,
we aim to address issues that are crucial to this practical project. As part of that aim,
we try to focus on particular questions on which we think it is possible to make
valuable progress, and on which good work might not otherwise be done.

We are especially interested in prioritisation from an impartial point of view – that is,
taking everyone’s interests into account, without a presumption about which causes
are important. (This is one sense in which the institute’s focus is ‘global’; a second
sense is that impartiality often leads us to focus on topics with the potential for global
impact.) We make no assumption that the whole of ethics is impartial; for example, it
may well be that much of one’s day-to-day life is properly governed by personal
interests, duties to one’s own community, and so on, rather than by impartial
considerations. Still, the impartial perspective strikes many as a particularly
important part of morality that is often decisive. It is also sometimes explicitly
considered by individuals and institutions, for example when thinking about
charitable giving, volunteering, activism, career choice, and global governance. In any
case, many of the topics in this agenda are also likely to be of interest to philosophers
who attach little or no importance to purely impartial considerations as determinative
of how we ought to live. Meanwhile, questions about the limitations of the impartial
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perspective are certainly relevant to ethical prioritisation, and play some role in GPI’s
research, but are not the main focus.

Concretely, this agenda contains four parts. The first three lay out major areas of
research. The fourth section lists a number of issues that cross-cut or supplement the
first three. Each section is designed so that it can be read independently. While the
agenda can be read from front to back, it should also be possible for a reader to jump
straight to the sections that they find particularly interesting. Here’s a sketch of the
main themes.

Section 1 concerns the long-term future.1 The impartial perspective suggests that the
interests of future people count as much as our own – even the interests of people
millennia from now. Given the potential scale of the future, our effects on the
long-term future could be crucial to prioritisation. But how far into the future does
our predictable influence reach, and how should we evaluate its effects?

Section 2 describes our research programme in the philosophy of mind and
well-being. To adopt an impartial perspective we would want to know which beings
merit moral consideration. In particular, what mental properties underpin moral
status, and what kinds of beings have them? Getting this right may be crucial to
prioritisation insofar as there are vast numbers of non-human candidates for moral
status, including animals and, perhaps, future digital minds.

Section 3 considers developments in artificial intelligence (AI). Some predict that AI
will soon transform the world, on a scale comparable to the Industrial Revolution. Our
focus is on research that will help us understand and navigate the largest-scale risks
and opportunities presented by AI, including such catastrophic risks as human
extinction or persistent dystopian outcomes.

There are important interactions between these areas of research. For example,
developments in AI may lead to the creation of new forms of moral patients, while
having a long-lasting impact on the trajectory of human civilisation. And our views
about who counts as a moral patient can radically alter our views about how well the
future will go. In addition to this substantive overlap, there are a range of foundational
philosophical issues that are relevant to these topics, and to the general project of
prioritisation from an impartial perspective. Some of these we list in section 4, along
with a number of other topics that complement our main research foci.

1 The core of GPI’s previous research agenda focused on ‘the longtermism paradigm’; the
present section 1 is a revised version of that material, focusing especially on philosophical
issues. We feel that ‘the longtermism paradigm’ was a somewhat confusing title, given that
‘longtermism’ is also the name of a specific view, which we still consider in section 1.4.
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In none of these areas do we think of ourselves as collectively advocating a particular
view; our focus is on topics we consider to be worth reflection, not on arguing for one
particular side of a given debate. Indeed, there is significant variation of views within
GPI about which research areas are most promising, and also about basic normative
and empirical premises.

Finally, we invite questions and feedback about the agenda. We are always excited to
hear from researchers working on related questions.
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1 The Long-Term Future
It is plausible that the vast majority of humans who will ever live have not yet been
born. Their existence and the conditions under which they will live depends, in part,
on what we do today. The same goes for other forms of life and other things of value
that may persist for thousands, millions, or billions of years into the future: whether
they do so, and how they do so, is partly up to us. From an impartial perspective, then,
the sheer numbers suggest that our impact on the long-term future might be an
important or even decisive consideration, rivalling or even outweighing any short- or
medium-term considerations. Yet most policy discussions focus only on the next few
years, or, at most, the next few decades.

Thus, one major area of research at GPI is to examine how our effects on the
long-term future bear on questions of prioritisation. There are deep evaluative and
normative questions about how to assess our actions and policies in terms of their
long-term effects, and there are formidable epistemic issues when it comes to
thinking about and predicting those effects. There are also more concrete questions
about what a focus on the long-term future would actually amount to. For example,
should the focus be on reducing the risk of near-term human extinction or on
establishing durable and beneficent political institutions? What do the trade-offs
actually look like between what’s best from a long-term perspective and what’s best
for the next few generations? And, when it comes to deploying scarce resources, will
long-term considerations often prove decisive?

See also GPI's research agenda in psychology and section 2.5 of GPI's research agenda
in economics.

1.1 Evaluative Issues
How should we evaluate actions and policies in light of their effects on the long-term
future? In approaching this question, we must take into account our uncertainty
about those effects; interesting questions also arise about the role of uncertainty and
disagreement about normative principles. Normative theory will play a starring role
here, but we are especially interested in the points where normative theory may have
a significant impact on how we evaluate the long-term effects of our actions, rather
than in pursuing normative theory for its own sake or with other applications in
mind.

1.1.1 Welfare and Beneficence
● What do the most plausible theories of beneficence say about our reasons to

influence the far future? A main source of motivation for thinking about the
long-term future comes from concern for the welfare of future people. But
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what does such concern properly amount to? For example, theories that are
prima facie most likely to minimise the importance of long-term effects
include person-affecting views in population ethics and lexical, anti-aggregative
or partially aggregative views in distributive ethics. What do the most plausible
versions of these views say about our actual predicament with respect to
long-term beneficence (Thomas 2023; Heikkinen 2022; Curran forthcoming)?

● What is the critical level for welfare? One of the main effects we can have on
the long-term future is changing the number of people who ever live. Theories
that evaluate changes in population size typically specify a ‘critical’ or ‘neutral’
welfare level, below which we have reasons to avoid creating additional lives
(Blackorby et al. 1995; Ng 1986; Broome 2004, ch. 10). According to some
theories, we also have positive reasons to create lives above this level. What
kinds of human and non-human lives are above the critical level (Blackorby et
al. 2005, ch. 5; Cockburn et al. 2014; Cowie 2017; Williamson 2021; Mogensen
forthcoming)? What does this tell us about the value of different long-term
interventions?

● What is the correct view about pure time preference? “Pure time preference”
refers to the degree to which the welfare of future generations is discounted in
evaluating policy outcomes. There is already a substantial literature (on both
sides) evaluating the claim that public policy should adopt a zero rate of pure
time preference (see Cowen & Parfit 1992; Greaves 2017; Dasgupta 2008). Given
the importance of this claim to evaluating long-term effects, further research
that changes the balance of arguments on this question could still be valuable.
What more, if anything, can be said on the matter (e.g., Lloyd 2021; Mogensen
2022; Saad 2024c)?

● Should all indirect effects count? The effects of our actions on the very
long-term future are often indirect and perhaps even unintended. Some
philosophers hold that, when deciding whom to aid, we are generally morally
constrained to consider only the direct impact of our actions on those we can
help, as opposed to the indirect impact of helping some rather than others
(Kamm 1993; Brock 2003; Lippert-Rasmussen & Lauridsen 2010; Du Toit &
Millum 2016). On the other hand, indirect effects may often be much larger in
scale than direct ones. How is this tension best resolved, and does it
undermine the case for focusing on long-term effects (Lenman 2000;
Mogensen 2020; Gardner 2021)?

● What if the universe is infinite or we can have infinite effects? Once we start
thinking about the very long-term future and about the universe as a whole,
the possibility becomes salient that the world may contain infinitely many
welfare subjects or other loci of moral concern. The evaluation of such infinite
worlds, and of actions affecting them, is rife with difficulties; moreover, many
otherwise-plausible decision-theoretic principles suggest that these
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difficulties can arise if there is even the tiniest probability of an infinite world.
What should we make of this? And insofar as these problems can be resolved,
should our main priority be to seek out infinite payoffs (see van Liedekerke
1995; Vallentyne and Kagan 1997; Bostrom 2011; Arntzenius 2014; Askell 2018;
Meacham 2020; Wilkinson 2021; Pivato 2023; Tarsney & Wilkinson
forthcoming)?

● Is there an important asymmetry between good and bad? There are a number
of possible asymmetries between, broadly speaking, good and bad outcomes.
At a theoretical level, there may be important asymmetries in how we evaluate
benefits versus harms, good versus bad lives, or (perhaps because of risk
aversion) the best worlds versus the worst. More empirically, it may be that the
worst plausible trajectories are worse than the best plausible ones are good; or
it may be that avoiding the worst outcomes is more neglected. What are the
implications of the most plausible views in this space when it comes to
thinking about the long-term future (Hurka 2010; Mogensen & MacAskill 2021;
Unruh 2023; Thomas 2023; Mogensen 2023a, 2024; Pettigrew 2024; MacAskill
ms-a)?

See also section 4.3.1 (Population Ethics and Aggregation) and section 4.1.3 (Infinities)
of this research agenda, as well as section 1.3 (Welfare and Decision Procedures) of
GPI's research agenda in economics and section 8 (Future Wellbeing) in GPI's research
agenda in psychology.

1.1.2 Non-Welfare Considerations
● What are the most important considerations, besides welfare, when thinking

about the long-term future? How strong are these considerations? For
example, does the extended persistence of life, of humanity, or of civilisation
have intrinsic value that makes a difference to prioritisation (Frick 2017;
Scheffler 2018)? Does the potential existence of future justice or injustice affect
how one should evaluate near-term human extinction (Barrett 2022; Mogensen
2023a: pp. 40-1; Schmidt and Barrett forthcoming)?

● How might future agents be different from us, and does it matter? Future
agents will have different information, abilities, preferences, values, and moral
views from our own. Does this have implications for how we assess the
long-term future and our influence on it (Riedener forthcoming)? For
example, to what extent should we defer to the views of future agents, preserve
option value, or hope for moral progress (MacAskill ms-a)? On the other hand,
are there strong reasons to prefer the continued existence of humanity to its
succession by non-human life or even by digital minds?

● What is the role of long-term thinking in political theory, and vice versa? Do
states have special obligations to their present citizens? Should beneficence
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towards future generations be an important factor in the design of political
institutions (Barrett 2022)? How do existing discussions of feasibility,
idealisation, and utopianism in political theory bear on whether and how we
should prioritise long-term effects (Sen 2009; Lawford-Smith 2012; Estlund
2019)? And, given that feasibility constraints in politics may weaken over very
long timescales, does a long-term perspective support a renewed role for
utopian political theorising? Or does it weigh against a focus on utopian
blueprints, in favour of designing open, exploratory institutions, best able to
capitalise on anticipated future improvements in values and information (Gaus
2016; Barrett 2020)?

See also section 4.3.2 (Non-Consequentialism and Moral Prioritisation), section 4.4.4
(Institutions), and section 7 (Policy and Institutional) of GPI's research agenda in
psychology.

1.1.3 Decision Theory and Normative Uncertainty
● How do risk-aversion, ambiguity-aversion, and other standard

decision-theoretic concerns affect long-term prioritisation? We face a great
deal of uncertainty about the long-term future (for more on which, see section
1.2). How should we respond to this uncertainty, whether it is appropriately
represented probabilistically or not? Would differences in risk or
ambiguity-aversion change our priorities with respect to the long-term
future? Should we take into account the risk or ambiguity attitudes of future
people, and, if so, how (Buchak 2019, 2023; Mogensen 2023a; Thoma 2023;
Greaves et al. 2024; Pettigrew 2024)?

● Is concern for the long-term driven by small probabilities of very large
effects? The case for focusing on the long-term future may sometimes depend
on small probabilities of achieving very large and persistent effects. How
general is this phenomenon, and what is the correct way to evaluate
low-probability, high-payoff opportunities (Tarsney 2020, 2023b; Wilkinson
2022c; Beckstead & Thomas 2024; Russell 2023)? For example, does expected
utility theory provide an adequate account? Is there anything to the intuition
that such opportunities should often be discounted in value (Smith 2014;
Monton 2019; Kosonen 2022, 2023; Cibinel 2023; Tarsney 2023a), and, if so, what
are the implications for how we evaluate interventions in the long term?

● Given that different moral views vary in the importance they give to
long-term effects, how should we take into account uncertainty and
disagreement about which moral view is correct? For one concrete example,
how should policymakers and expert advisors take into account uncertainty
about the appropriate social discount rate, when different discount rates can
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lead to wildly different assessments of long-term effects (MacAskill et al. 2020;
Millner 2020; Jaakkola and Millner 2020)?

● What should we make of meta-normative fanaticism? Under some broadly
plausible ways of handling moral uncertainty, one often ends up acting
‘fanatically’, that is, in accordance with moral theories that claim the stakes are
very high, even if one thinks these theories are unlikely to be correct. Insofar
as some moral theories, like perhaps total utilitarianism, give enormous
importance to long-term effects, do considerations of moral uncertainty mean
that long-term effects are important by default? Is there a good theoretical
way to avoid this form of fanaticism? (Ross 2006; Greaves & Ord 2017;
MacAskill & Ord 2020; Greaves & Cotton-Barratt 2023; Baker 2024)?

See also section 4.1 (Decision-Theoretic Issues) and section 4.3.3 (Moral Uncertainty)
of this research agenda and section 1.3 (Welfare and Decision Procedures) of GPI's
research agenda in economics.

1.2 Epistemic challenges
This section raises some epistemic questions relevant to evaluating the long-term
effects of our actions. Even if such effects may be important in principle, they may not
be important in practice if we cannot influence the future in sufficiently predictable
ways. In general, what is our typical epistemic position with respect to the long-term
effects of our actions? Can we improve it, and how? Are we afflicted by sufficient
cluelessness, uncertainty, and/or unawareness about the future to undermine the
importance of long-term effects?

1.2.1 Cluelessness, Unawareness, and Deep Uncertainty
● Does a lack of evidence leave us ‘clueless’ about long-term effects in a way

that undermines or otherwise affects prioritisation? Faced with the task of
comparing actions in terms of their long-term effects, it often seems that the
agent is clueless: that the available empirical and theoretical evidence simply
supplies too thin a basis for guiding decisions in any principled way (Lenman
2000; Greaves 2016; Mogensen 2021). How is this situation best modelled, and
what is the rational way of making decisions when in this predicament? Do the
implications of cluelessness systematically favour some types of action over
others?

● What about ‘complex cluelessness’ from messy bodies of evidence?
Predicting the long-term effects of our actions often requires us to make
difficult comparisons between complex and messy bodies of competing
evidence, a situation sometimes described as complex cluelessness (see Greaves
2016). In this situation, it seems that we are not merely uncertain about the
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effects of our actions, but cannot even assign the correct probabilities to them
– perhaps our evidence underdetermines the correct probabilities, or as
bounded epistemic agents we cannot access them. How best can we
characterise this situation, and what is the rational way of responding to it?
For example, does rationality require that we adopt imprecise subjective
probabilities, and what does such imprecision imply for the evaluation of
actions aimed at improving the long-term future (see, e.g., Mogensen 2021)?

● How is prioritisation affected by our unawareness of future possibilities? The
long-term future will plausibly be shaped by events or phenomena that we
have never considered and perhaps cannot fully imagine: e.g., scientific
discoveries of which we do not currently conceive (Stanford 2001; Ruhmkorff
2011; Deutsch 2011). Unforeseen scientific discoveries have certainly had
enormous effects on the course of history over recent centuries. What is the
rational response to this sort of unawareness (e.g. Bradley 2017; Steele and
Stefánsson 2021; de Canson 2024), and what does it imply for the evaluation of
actions aimed at improving the long-term future?

● Are there decision-procedures or heuristics that would allow us to handle
deep uncertainty and disagreement about the far future in a principled way?
Given our poor epistemic position and our limited deliberative capacities,
anything akin to an explicit expected value calculation may be untenable as a
decision procedure (Feldman 2006). In everyday life people apply heuristics to
make decisions in a way that does not take into account all available
information and that does not depend on sophisticated probabilistic reasoning
(see, e.g., Gigerenzer & Gaissmaier 2011). Similarly, a variety of
decision-procedures and decision-framing strategies have been developed to
deal with “deep uncertainty” in policy contexts (see, e.g., Helgeson 2020;
Marchau et al. 2019), but usually with a time-horizon of mere decades. Are
there good heuristics, procedures, or strategies for thinking about the long
term future (Thorstad & Mogensen 2020; Mogensen & Thorstad 2022)?

See also section 4.1.2 (Severe Uncertainty).

1.2.2 Reading the Evidence
● Which current gaps in our knowledge regarding the very long term are

particularly action-relevant? In which scientific field or other domain could
these gaps be closed by the accumulation of further empirical evidence?

● Are there special cases of interventions whose long-term effects are
relatively predictable, or about which we can have unusually good evidence?
Some events may tend to ‘lock in’ significant, highly persistent,
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hard-to-reverse effects (see MacAskill 2022b; Greaves & MacAskill
forthcoming). For instance, if humanity goes extinct, we can be almost certain
that there will be no more human life after that. At least in this respect, efforts
to reduce extinction risk may be relatively easy to evaluate. Are there other
examples of this kind, and how confident should we be in evaluating their
long-term effects overall?

● Which characteristics of scientific theories undercut their predictions in the
very long term, such that we should put less stock in them? For instance, does
the reflexivity or fragility of a theory’s predictions (Northcott 2022), or the
narrowness of the circumstances in which the theory has been tested, mean
that we should greatly discount its long-term predictions? Conversely, are
there classes of future events or phenomena for which we can be confident of
our current scientific understanding? In particular, are there cases in which
we can be confident that we are not unaware of important possibilities
(Vickers 2023)?

● Is our position in history, or our very existence, somehow surprising, and
should this affect our reading of the evidence via ‘anthropic reasoning’? For
instance, would it be surprising to find that we live early in humanity’s history,
or at a particularly pivotal moment? Does this make it unlikely that humanity
will have a long future (Carter 1983; Gott 1993; Leslie 1996; Bostrom 2002;
Mogensen 2019a; Thomas 2021a), or that we can have a large impact on how the
long-term future goes (MacAskill 2022a; Mogensen 2023b)? On the other hand,
is a long future for humanity more likely, insofar as this would make it less
surprising that we exist at all (Bartha and Hitchcock 1999)? Or, then again,
does survivorship bias mean that we tend to underestimate catastrophic risk
(Ćirković et al. 2010; Thomas 2024)?

● What beliefs and probabilities should we adopt concerning background
events? On certain normative views, evaluations of one's actions depend not
only on their forward-looking effects but also on one’s beliefs or uncertainty
about the rest of the world outside of one’s causal future. This can make a
difference to how we evaluate and reason about the far future (see, e.g.,
Tarsney 2020; Tarsney & Thomas 2024). What beliefs and probabilities should
a rational agent adopt with respect to morally relevant events in regions of the
universe unaffected by human action? What kinds of arguments and evidence
can be adduced and how robust are they?

See also section 4.2 (Epistemological Issues).
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1.3 Comparing interventions in terms of their long-term
effects
In section 1.1 and section 1.2 we raised some relatively abstract and general questions
in normative theory and epistemology that seem particularly relevant to making
choices that affect the long-term future. Here we raise more fine-grained questions,
from both practical ethics and practical epistemology, of how to compare options by
their long-term effects, especially the types of options that might be available to
real-world agents. The overall guiding questions are, in particular, which types of
available interventions have the best long-term effects, and whether their effects are
overall better than interventions with large short-term effects.

1.3.1 Extinction and Other Catastrophic Risks
● What is the overall picture – empirically and normatively – with respect to

different varieties of catastrophic risk? Just how high are the probabilities
that particular threats (e.g., pandemics, nuclear war, unaligned artificial
intelligence) lead to near-term human extinction or other large-scale
catastrophes (Snyder-Beattie et al. 2019; Ord 2020; Beard et al. 2020)? Are there
additional moral considerations for focusing on mitigating some such threats
rather than others? For example, some threats might be harder than others to
mitigate without significant intrusions on liberty (cf. Bostrom 2019); some
threats might generate special obligations because of their provenance or
because of disparate impacts (Dasgupta 2008).

● How important is extinction risk mitigation? One potentially very important
way that we can affect the long-run future is by changing the probability of
near-term human extinction. How should we evaluate such changes? In
particular, do person-affecting views or other views in population ethics or
decision theory undermine the practical case for extinction risk reduction
(Thomas 2023; Pettigrew 2024; Wilkinson 2023; Kowalcyzk and Venkatesh
2024)?

● How should we expect extinction-level risk to change over time? Across a
range of methods of influencing the long-term future, the value of doing so is
plausibly greater the longer humanity will survive. Given that we appear to
face risks of near-term extinction (Ord 2020), for humanity to survive very
long may require that such risks lessen greatly over time. Just how much
should we expect those risks to lessen, and how does this affect the value of
various ways we might attempt to improve the long-term future (Ord 2020;
Thorstad 2023, forthcoming-c).

See also section 2.3.1 (Catastrophic Risks and Their Mitigation) and section 3.1
(Catastrophic Risk from AI) in this research agenda, section 2.1 (Economics of
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Catastrophes) in GPI's research agenda in economics, and section 9 (Cause-Specific
Issues) in GPI's research agenda in psychology.

1.3.2 Trajectory Changes
● What kinds of trajectory changes are feasible, and how important would they

be? Some philosophers (MacAskill 2022b; Wilkinson 2023; Greaves & MacAskill
forthcoming) have suggested that, instead of focusing on the probability of
human extinction, there are other promising methods of positively influencing
the long-term future: namely, trajectory changes, or improvements to the
future conditional on the survival of humanity. Should agents focus on
bringing about trajectory changes rather than influencing the risk of
extinction? And, in practice, which trajectory changes are most valuable taking
uncertainty into account?

● What is the long-term value of economic growth? As a trajectory change, how
morally valuable would it be to increase long-term economic growth (Cowen
2018)? Should we expect long-term increases to GDP per capita to have a
positive or negative effect on overall welfare (Stevenson and Wolfers 2008;
Jones and Klenow 2016; Easterlin 2017), especially when taking into account the
welfare of non-human animals (Frank 2008; Olsson and Alexandrie 2019)? See
also section 2.4 (Population, Inequality, and Long-Term Welfare) of GPI's
research agenda in economics.

● Should we prioritise the reduction of large-scale future suffering and other
forms of harm? How should we evaluate efforts to reduce the probability of
scenarios in which the long-term future contains enormous amounts of
suffering or other forms of extreme disvalue (Tomasik 2015; Saad and Bradley
2022; Dung forthcoming)? In practice, how do such efforts compare to other
attempts at bringing about trajectory changes or at mitigating extinction risks?
Is there a compelling case to be made that pursuing one of these forms of
intervention is typically far better than pursuing the others?

● What kinds of institutional reform provide a route to long-term impact? One
general method of attempting to influence the long term is by reforming
present-day political institutions. For instance, we could perhaps enfranchise
future generations in our current political institutions (Kavka and Warren 1983;
Goodin 2007; Tännsjö 2007; Beckman 2009: Ch. 7). Or we could perhaps
implement age-weighted voting (Gonzalez-Ricoy and Gosseries 2017). How
strong is the case in favour of these and other institutional changes? How
could such changes best be implemented? What other democratic reforms
would be most promising to better align political outcomes with long-term
priorities? And which such reforms would be feasible in practice?

● How valuable would it be to attempt to influence the values held by future
generations? Without our intervention, what values will they likely hold? In
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particular, should we expect humanity to converge on the correct moral theory
given enough time (Gustafsson and Peterson 2012; Vallinder and Olsson 2013;
MacAskill ms-b)?

● How much emphasis should we put on accumulating resources for future
use? How robust is the moral case for patient philanthropy: setting aside
resources, perhaps investing them to accumulate over time, for future
generations to use for what then seems most valuable (Trammell 2021)? Do
considerations of, say, autonomy, paternalism, or robustness favour such
patient philanthropy over other methods of influencing the long-term future?

See also section 2.3.3 (How Might the Future Go Well?), section 3.2 (AI and the
Trajectory of Civilisation), and section 4.4 (Other Cause Areas).

1.4 Longtermism
The sheer scale of the future may suggest that the long-term effects of our actions
should often be a key consideration when it comes to prioritisation (Greaves et al.
forthcoming). Call this general claim longtermism, noting that it could be made precise
in a number of different ways. Given that little attention is ordinarily paid to such
long-term effects, longtermism is potentially a highly revisionary view. This warrants
further examination. The types of issues we have raised in sections 1.1-1.3, and in
other parts of this agenda, are relevant to this project, and some natural ways of
resolving them seem to support a strong form of longtermism; here we pose some
further questions related to longtermism as such.

● In general: what are the most perspicuous ways to formulate longtermism?
How robust is the case for each of these views, and what are the most
compelling objections? What are the practical implications? For example, take
the “axiological strong longtermism” of Greaves & MacAskill (forthcoming):
that, in the most important decisions facing agents today, the best options are
among those that are best for the long-term future, and deliver far greater
benefits to the long-term future than to the near-term future. Is this a good
way to frame the issues, and is it true?

● Weak or strong? Alternatively, a weak form of longtermism might claim that
the very long-term effects of our actions are at least an important determinant
of which of our available actions are best (MacAskill 2022b; Barrett ms). How
strong is the case for weak forms of longtermism such as this? And,
conditional on such a weak view holding, how strong is the case for the
corresponding strong view?

● Axiological or deontic? Similarly, longtermism can be expressed in either an
axiological form (as above) or a deontic form, e.g.: that, in the most important
decisions facing agents today, we ought to choose the action that has the best
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effect on the very long-term future (see Greaves & MacAskill forthcoming).
How strong is the case for an axiological form of longtermism? And,
conditional on such an axiological view holding, how strong is the case for a
corresponding deontic view? Are there particular deontic constraints or other
considerations that routinely arise and weigh against the sorts of options
longtermists favour (see, e.g., Mogensen 2019b)? On the other hand, are there
particular deontic considerations that would put more emphasis on future
generations?

● Institutional or individual? Longtermism can be expressed in either an
individual form (as above) or a political form, e.g.: which present-day
institutions we should establish and/or maintain is primarily (or at least
partially) determined by very long-term considerations (Schmidt and Barrett
forthcoming). Likewise, perhaps long-term considerations are particularly
relevant (or irrelevant) to certain institutional agents, including governments.
How does the case for an institutional form of longtermism compare to the
case for an individual form? Do considerations of legitimacy, justice, and
democracy speak in favour or against institutional longtermism (ibid.)?

● To what decisions does longtermism apply? If the above form of longtermism
concerns the most important decisions facing agents today, how do the very
long-term effects of our actions bear on other decisions? Do long-term
considerations determine what is best in a broader range – perhaps even all –
of the decisions we face (Greaves & Tarsney forthcoming; Thorstad
forthcoming-d)?

● How robust are various forms of longtermism to differences in moral,
epistemological, or decision-theoretic views? For instance, we might ask
whether longtermism requires some particular, controversial population
axiology, such as total utilitarianism. Or might it be robustly supported across
a range of plausible approaches to population ethics (Thomas 2023; Tarsney &
Thomas 2024)? Likewise, are various forms of longtermism only plausible on
decision theories that embrace fanaticism (Tarsney 2023b; see also section
1.1.3)? And, even where the case for longtermism is robust to different theories,
do those different theories support different conclusions about what
interventions we should prioritise in practice (Heikkinen 2022; Thomas 2023;
Buchak 2023; Pettigrew 2024; Curran forthcoming)? See also section 4 (General
Issues Related to Prioritisation).

● Is there convergence between long-term and short-term considerations?
Even if the long-term effects of our actions generate weighty considerations,
there might be some degree of convergence between what’s best in the long
term and what’s best in the short term. For example, reducing extinction risk
might be very important from both points of view (Shulman & Thornley
forthcoming), as might establishing institutions that empower both present

17



and future generations. Are there general reasons to expect such convergence
(Williams 2012), or to be especially suspicious of convergence claims? Are there
other reasons (e.g., in light of moral disagreement) to favour options that do
well from both points of view (see also section 4.3.3 (Moral Uncertainty)?
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2 Mind and Value
This part of the research agenda outlines some questions about mind and value that
are of particular interest to philosophers at the Global Priorities Institute. These
primarily concern the nature of mental phenomena, their distribution, our epistemic
access to them, and their moral significance. We have selected questions based on
their ability to inform decision-makers about the distribution of morally significant
mental properties across individuals, with particular emphasis on non-human
candidates for moral standing.

2.1 Which Mental Phenomena Are Morally Significant?
2.1.1 Which Mental Phenomena Contribute to Moral Standing?
GPI is interested both in foundational issues concerning the basis of moral standing
and in applied questions about the prospects for moral standing in different sorts of
systems. A particularly important foundational issue concerns the relationship
between moral standing and sentience, understood as the capacity for valenced
experience. Pains and pleasures are paradigmatic valenced experiences, but the
category includes much else besides, such as experiences of the sublime and feelings
of nausea. Questions raised by this issue include:

● How plausible is the widely held view that there is a close tie between moral
standing and sentience (e.g., Singer 1993; Korsgaard 2018; Nussbaum 2022)?
See also section 1.1 (Understanding People's Values) of GPI's research agenda in
psychology.

● What is the best version of the view that there is a close tie between moral
standing and sentience? Granting that there is such a tie, should we think that
sentience per se is what matters for moral standing? Or should we instead
think that moral standing is in the first instance tied to a phenomenon that
often correlates with sentience, such as the capacity for potentially-motivating
experience (Roelofs 2023)?

● How plausible should we find particular views on which there is not a close
tie between moral standing and sentience? For example, some hold that the
capacity for (phenomenal) consciousness rather than sentience confers moral
standing (Chalmers 2022). Others maintain that a functional capacity
associated with consciousness or sentience might confer moral standing even
in the latters’ absence (Hill 1991: 73; Levy 2014; G. Lee 2019; Sinnott-Armstrong
and Conitzer 2021). Still others claim that the basis of moral standing lies in
other mental phenomena such as certain kinds of desires or agency that are
not tied to the capacity for consciousness (Carruthers 2019: 171-4; Kagan 2019:
23-30; Bradford 2022; Goldstein and Kirk-Gianini ms). Which of these views is
best?
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● How strong are challenges to views on which moral standing is not closely
tied to sentience or consciousness? For example, one neglected challenge can
be found in arguments for the phenomenal intentionality thesis that mental
states are generally at least partly grounded in consciousness or phenomenal
dispositions (Bourget and Mendelovici 2019 and references therein). Others
can be found in arguments for the phenomenal individuation of certain types
of mental states such as beliefs (Schwitzgebel 2002), for the normative
significance of desires having its source in associated affective-phenomenal
roles (Smithies and Weiss 2019), and for all epistemic justification that attaches
to mental states tracing to consciousness or accessibility to consciousness
(Smithies 2019).

Each of these views of moral standing can recognise the moral standing of humans.
But they offer differing verdicts about some non-human minds. This divergence
invites further questions such as:

● If the capacity for consciousness confers moral standing, how likely are
different AI systems to have moral standing? For example, how likely are
near-term AI systems or cerebral organoids to have moral standing (compare:
Butlin et al. 2023; Chalmers 2023; Birch forthcoming)?

● How does the hypothesis that the capacity for consciousness confers moral
standing bear on how far the moral circle extends into the animal kingdom?
If we suppose instead that a thin variety of desire – one not dependent on the
capacity for consciousness – suffices for moral standing, how would that affect
the prospects for moral standing in these sorts of non-human minds?

● What does a reasonable spread of credences over live views about the basis of
moral standing suggest about its distribution?

2.1.2How Are Mental Phenomena Otherwise Morally Significant?
Plausibly, mental phenomena realise not only moral standing but also many other
morally significant properties, including well-being, ill-being, and the possession of
rights. GPI is interested in various questions concerning which mental phenomena
realise which moral properties.

● How important are the differences among theories of welfare for setting
priorities? While leading philosophical theories of well-being may deliver very
similar evaluations of many of the kinds of lives that actually exist, these
theories disagree about how different mental phenomena contribute to
welfare (Lin 2022). Psychological profiles that lead to very different evaluations
by different theories of welfare may become more prevalent in future as AI
systems come to inhabit unfamiliar regions of the space of possible minds: for
example, exhibiting sophisticated cognitive capacities without any capacity for
valenced conscious experiences.
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● What are the kinds and sources of ill-being? At present, we also have only a
limited understanding of intrinsic sources of ill-being, especially sources
besides pain or felt unpleasantness (Kagan 2014; Sumner 2020; Bradford 2021;
Pallies 2022). Do gaps in our understanding of ill-being affect our ability to
reliably determine which individuals are above and below the zero level for
lifetime welfare in ways that might shift our priorities?

Focusing just on the evaluation of valenced experiences, there is also much
uncertainty about how different intensive and extensive quantities affect their value:

● Which quantities affect the value of valenced experiences? Quantities to be
addressed include the objective duration of experience and its felt duration
(Schukraft 2020; Shulman and Bostrom 2021; Mogensen 2023c), degrees of
consciousness (A. Lee 2023 and references therein), the amount of attention (if
any) devoted to a valenced experience, the richness and complexity of
consciousness, whichever quantities are the subject of talk about the intensity
of valenced experiences (Armstrong 1968/2023: 341-3; Mayerfeld 1999: 61-7), and
the number of subjects undergoing a given token experience (Briggs and Nolan
2015; Javier-Castellanos 2021; Roelofs and Sebo 2024; see also Zuboff 1981;
Unger 1990; Johnston 2016).

● How do different quantities affect the value of valenced experience? For
example, if there can be wholly unattended valenced experiences (compare
Block 2010 and Chalmers 2010a: Ch. 11) or experiences of no objective
duration, can they have any value? Which quantities contribute to the value of
valenced experience on their own and which ones do so through interactions
with other factors? Are there any (e.g. cognitive) background conditions that
must be in place in order for quantities to affect the value of valenced
experiences?

Further questions arise about morally significant mental phenomena when we look
beyond consciousness altogether:

● Which agentic capacities, if any, generate which sorts of moral interests
and/or rights? For example, could certain agentic capacities suffice for
autonomy and so command respect even in the absence of a capacity for
accruing welfare goods and bads?

● For a given putatively morally significant agentic capacity, is there any
reason to think that that capacity matters per se? Or should we instead take
an entity’s interests involving that capacity to bottom out in its having a desire
or belief whose satisfaction or truth requires that capacity? Or perhaps certain
manifestations of the capacity?

● What moral interests are tied to personal identity? Are any of these crucial for
thinking about how we should design digital minds with the capacity to merge
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or fuse, with superhuman abilities to remember and forget, and lives that may
be vastly shorter or vastly longer than typical human lives (Shulman and
Bostrom 2021)?

Progress on questions of the kind outlined above will help us to evaluate the potential
for superhuman levels of relevant mental and moral quantities in certain kinds of
minds, such as in digital minds that might one day be realised (Shulman and Bostrom
2021; compare Buchanan 2011: 209-42). Such progress may also help us address
questions about what we may morally owe to individuals and populations with
superhuman capacities for well-being or ill-being (compare Nozick 1974: 41: Parfit
1984: 389; Chappell 2021; Sebo 2023).

2.1.3 Methodological Issues in Welfare Measurement

We want to be able to assess and compare welfare levels in practice. Methodological
problems pose an obstacle to this type of evaluation:

● How, if at all, can we construct measures of subjective well-being that allow
us to reliably impute cardinal structure to subjects’ responses and to make
comparisons across individuals? There are difficulties in making
interpersonal comparisons of utility (Hausman 1995) and of phenomenal
character (Shoemaker 2006). Over the last half-century there has been an
explosion of research in psychology and economics on subjective well-being,
focused primarily on self-reported life-satisfaction (Layard 2005; Weimann,
Knabe, and Schöb 2015). However, core problems of measurement arguably
remain unresolved, including the problem of using self-reports to measure
welfare interpersonally or on a cardinal scale (Ng 1996, 2008; Kapteyn, Smith,
Van Soest 2012; Angelini et al. 2013; Kristofferson 2017; Fabian 2022).

● Can welfare be measured on a cardinal scale with a privileged zero point,
allowing us to say whether a person’s lifetime welfare is positive or negative?
Greater clarity on these issues is important, given the natural assumption that
there are moral reasons to spare individuals from lives that fall below the zero
level (e.g., Narveson 1967; McMahan 1981; Parfit 1984: 391). Measurement tools
used by social scientists sometimes include a scale point imagined as the point
of neutrality, such as the midpoint of the Cantril Self-Anchoring Striving Scale,
below which most people in fact locate themselves (Diener et al. 2018).
However, there are also reasons to believe that individuals take lives
well-below that midpoint to be worth living (MacAskill 2022b: 196).

● Are we able to characterise the zero level for lifetime well-being in a way that
does not presuppose any particular theory of welfare or population axiology
(Broome 2004; Arrhenius 2014: 21-35)?
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● Can we develop better measures of animal welfare, including welfare scales
that allow us to locate different animals relative to the zero level for lifetime
welfare? There currently exist few measures of the subjective or experiential
aspects of animal welfare, and widely used animal welfare measures like the
Five Domains (Mellor et al. 2020) may permit only limited ordinal comparisons
of different outcomes (Browning 2022). Striking claims are sometimes made to
the effect that most non-human animals – whether intensively farmed (Singer
1993: 121; Cooney 2014: 7) or living in the wild (Ng 1995; Horta 2010; Tomasik
2015) – do not have lives worth living. However, these claims are often
supported primarily by intuitive conjectures. Are we able to construct a
principled and reliable philosophical and scientific basis for determining
whether, say, American broiler chickens or Atlantic cod really do or do not
typically have lives so bad that we should wish for their sake that they had
never been born?

● How should we determine whether, and if so how, individuals that do not
belong to the same species compare with respect to their capacity for
welfare? Even restricting ourselves to comparisons of the experiential
component of individual welfare, there are enormous philosophical and
scientific obstacles to making reliable interspecies comparisons (Browning
2023; Fischer 2024). These obstacles include determining how, if at all, these
comparisons can be guided by total neuron count and the proportion of
neurons dedicated to affective processing (Shriver 2022) or by learning
abilities, decision-making capacities, and cognitive and emotional complexity.
We encounter additional obstacles if we seek to go beyond interspecies
comparisons in order to compare welfare in individuals made of different
substrates. These obstacles stand in the way of evaluating welfare in potential
minds run on inorganic computational substrates.

● What are the most important contributors to welfare in non-human minds
aside from valenced experience, and to what extent is their measurement
tractable? Candidates for such contributors include preference satisfaction
(Dawkins 2017) and eudaimonic flourishing (Nussbaum 2022).

The ideal outcome would be to arrive at measures of the well-being of human and
non-human animals that permit interspecies comparisons of welfare, so as to provide
guidance about necessary trade-offs. See also section 4.4.1 (animal ethics).

2.1.4 How Does the Moral Significance of Mental Phenomena Depend
on the Natures of Morality and Mind?
Different meta-ethical views and positions in the metaphysics of mind may suggest
different verdicts about what kind of mental states have moral significance, thereby
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shifting our moral and/or epistemic priorities. Potential interactions on this score
include:

● What are the moral implications of physicalism about consciousness?
Physicalism identifies consciousness with a physical state. It has been argued
that (certain varieties of) physicalism are in tension with views that attribute
special moral importance to the distinction between consciousness and its
absence (Cutter 2017; G. Lee 2019; Birch 2022a; compare Pautz 2017). Do these
views in fact have these implications? If so, to what extent does that tell against
these views, and how plausible should we find these revisionary moral
conclusions?

● How does illusionism bear on the moral significance of consciousness?
Illusionism holds that consciousness is not as it introspectively seems (Dennett
1991; Frankish 2016; see Chalmers 2018 for further references). Illusionism
comes in different varieties: some illusionists deny that consciousness exists;
others maintain that consciousness exists, but is radically different from how
it introspectively seems. It is natural to think that the moral significance of
consciousness is tied to its nature and hence that introspective illusion about
the nature of consciousness puts us at risk of error regarding its moral
significance (Kammerer 2019, 2022; compare G. Lee 2013). Developing and
evaluating this natural thought requires examining the different varieties of
illusionism, their comparative plausibility, and the risks of error they generate
for the moral evaluation of consciousness.

● To what extent do realist meta-ethical views, on which the most basic ethical
facts are constitutively independent of our attitudes toward ethical
propositions, render our moral beliefs about various mental phenomena
susceptible to epistemological challenges? Relevant challenges include
arguments from disagreement and appeals to various genealogical debunking
arguments (compare Street 2006, Huemer 2008, Kahane 2010). In what ways
does the force or moral import of these challenges depend on questions about
mentality, such as the epistemic profile of moral intuitions, the basis of mental
content, and the reliability of introspection (Huemer 2008; Dogramaci 2021;
Sinhababu 2022)?

● To what extent do different forms of meta-ethical antirealism that make the
most basic ethical facts constitutively dependent on our evaluative attitudes
lend support to views that tie the moral significance of mental properties
closely to characteristically human traits? And to what extent do meta-ethical
realist views disconfirm such anthropocentric views by saddling them with
suspicious coincidences or by debunking intuitions that motivate them ( Jaquet
2022; de Lazari-Radek and Singer 2012.; compare Harman 1983: 124-5)

● How, if at all, does which meta-ethical theory is correct bear on how norms
of theory choice apply to views about the moral significance of mental
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phenomena? For example, do meta-ethical theories that construe moral
principles as fundamental lead Occamist norms to favour simple moral
principles concerning the value of mental states (compare: Bennett 2017;
Schaffer 2015)? If so, to what extent should our meta-ethical commitments
influence whether we think an individual’s welfare is a simple, rather than
horrendously complicated, function of their mental states’ intensity, duration,
etc.?

● What other hypotheses about the nature of mind and value importantly bear
on the moral significance of mental phenomena? A more systematic
understanding of which hypotheses might belong to this class and how they
might bear on the moral significance of mental phenomena would be valuable
for ensuring that the relevant hypotheses in this class are properly taken into
account in setting priorities.

2.2 The Distribution of Morally Significant Mental
Phenomena
How are morally significant mental phenomena distributed? We will focus primarily
on this question as it applies to consciousness, but research on the distribution of
other morally significant phenomena may turn out to be similarly valuable. And we
will here highlight some issues of particular interest to GPI concerning valenced
experience (LeDoux 1998; Panksepp 2005):

● How can we develop criteria that allow us to determine empirically whether
a system has valenced experiences, which of its valenced states are
conscious, and the specific valenced character of its conscious states?
Progress in that direction might take the form of empirical criteria for
determining whether an individual has any valenced experience, with these
criteria comparable in scope and specificity to, say, the criteria for
determining whether a system has any conscious states proposed by the global
workspace theory (Baars 1988; Dehaene 2014) or the integrated information
theory of consciousness (Tononi 2008; Tononi et al. 2016; Albantakis et al.
2023). At present, affective quality spaces have received relatively little
philosophical attention compared to, say, colour quality space (Silva 2023). In
addition, there are relatively few well-developed and well-studied theories of
valenced experience, and it remains to be seen whether existing philosophical
theories of valence, such as evaluativism (Bain 2013; Carruthers 2017) and
imperativism (Klein 2007; Barlassina and Hayward 2019) can be developed and
operationalised to yield empirical criteria for valenced experience.

● Why do animals have both positive and negative affective mental states
rather than just different gradations of positive (or negative) affect? Are there
notable respects in which minds that rely merely on gradations of positive
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affect are impaired relative to minds with bi-polar affect systems, or might the
former be desirable engineering goals for possible digital minds (Pearce 1995)?

2.2.1 Liberal and Stringent Criteria for Consciousness
The distribution of consciousness in our world is a wide open issue. The range of
defended views spans very liberal ones, according to which all electrons are
conscious, to very stringent ones, according to which no humans are conscious.
Within this range, views also vary on the reach of consciousness within the biological
realm concerning, for example, whether experience is widely distributed not only
among mammals and other vertebrates, but also invertebrates of different phyla
(Klein and Barron 2016; Birch et al. 2021; Gibbons et al. 2022). More generally, live
hypotheses about the distribution of consciousness differ starkly on which animals
and artificial entities would be conscious, owing to differences between systems’
substrates, environmental embeddings, or the prevalence of realisers of
consciousness in the associated state spaces. The following exemplify key questions
about these three parameters:

● Substrate (in)dependence: Can consciousness only be realised in a certain
kind of material, e.g. neural wetware (Searle 1992; Block 2009, 2023)? Or
would any substrate with the requisite functional organisation be adequate for
realising consciousness (Chalmers 1996a: 247-275)? If consciousness can be
realised in more than one kind of material, how broad is the range of materials
in which consciousness can be realised? Does it include the substrates of
digital systems?

● Internal state liberality/stringency: How liberal/stringent are the conditions
on the internal states that (help) realise consciousness? For instance, does
consciousness have a wide range of realisers within the biological realm such
that humans, octopi, insects, creatures with radically different biochemistries,
and everything in between can be conscious? Or are the biological conditions
for consciousness exceedingly narrow, such that the evolution of intelligent
agents on Earth easily could have failed to produce conscious subjects?
Granting that functional isomorphs would share the same phenomenal
properties regardless of material substrate (Chalmers 1996a), does
consciousness in fact have a wide range of realisers within functional state
space? Or can it only be realised by a narrow range of functional states, which
may, as a matter of fact, be tied closely to the properties of biological brains
(Block 1997; Godfrey-Smith 2016; cf. Cao 2022)?

● External (in)sensitivity: How liberal/stringent are the conditions on the
external factors (if any) that (help) realise consciousness? Can internal
physical duplicates vary in whether they are conscious or in what experiences
they have (Dretske 1995, 1996; Tye 1995; Lycan 2001; Pautz 2013, 2014; Bourget
and Mendelovici 2014; Dalbey and Saad 2022; Saad 2024b)? If so, which external
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conditions modulate phenomenology and in what ways? If there are external
conditions on consciousness, how demanding are these? Are they met by
virtually all sophisticated agents, save Boltzmann brains (see Saad 2024a)? Or
are they met by only a narrow class of entities that have, say, the requisite
evolutionary history?

These parameters are especially significant from a priority-setting perspective
because of their relatively direct bearing on the expected distribution of experience.
For instance, evidence in favour of liberal internal conditions on consciousness would
tend to support the hypothesis that some digital systems can be conscious. On the
other hand, evidence for stringent external conditions on consciousness would tend
to tell against attributing consciousness to fine-grained simulations of conscious
minds.

Our focus on these parameters departs from traditional emphasis on functionalism
(Levin 2023), computationalism (Rescorla 2020), and multiple realisability (Bickle
2020). Although none of these theses straightforwardly entails (or precludes) substrate
independence, that internal conditions on consciousness are liberal, or that
consciousness is insensitive to external factors, the bearing of these theses on the
expected distribution of experience proceeds largely via their bearing on the three
identified parameters. Thus, from a priority-setting perspective, there is reason to
focus on these distinctions rather than the traditional theses in the vicinity.

That said, functionalism and computationalism nonetheless maintain an influential
role in philosophical and scientific investigations of consciousness and the mind more
generally. For this reason, it may be valuable to revisit their traditionally assumed
relationship with liberal realisation and substrate independence. For example, if
consciousness has a computational basis, how do constraints on computational
implementation restrict the range of its possible physical realisers (Putnam 1987;
Searle 1990; Chalmers 1996b; Ritchie and Piccinini 2018; Klein 2018)? What are the
implications as regards the feasibility of realising conscious experiences in systems
based on common principles of computer architecture and organisation (Shiller
2024)?

2.2.2. Theories of Consciousness
Theoretical investigations of the distribution of consciousness usually consider only a
small subset of existing theories and a small subset of available data. However,
priority setting ultimately calls for distributional estimates supported by the total
body of available evidence. For this purpose, it is crucial to attain a synoptic
perspective that takes account of all reasonable theories bearing on the distribution of
consciousness. (For efforts in this direction, see Butlin et al. 2023; Chalmers 2023;
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Sebo and Long 2023.) Systematically investigating the collective body of theories that
bear on the distribution of consciousness is nonetheless a daunting task, as the vast
and rapidly growing literature on this topic is scattered within and across disparate
sub-literatures. Given this state of play, meta-work on theories of consciousness (as
opposed to object-level engagement with any particular theory) may be particularly
important. Issues tackled by such work could include:

● Given that there are many more rigorous comparisons of scientific theories
of consciousness that could be made than will be made in the near term,
which comparisons should be prioritised?

● What are the in-principle limits on resolving uncertainties about
consciousness through scientific investigation? To what extent should we
expect to continue to be burdened with significant degrees of ‘cluelessness’
about the distribution of experience (compare: Lenman 2000; Greaves 2016)?

● What is the structure of the space of theories of consciousness? Is there a
subspace in which existing theories fall along a small number of crucial
dimensions, e.g. concerning their distributional commitments, what data
support them, or their normative profiles? What portion of the space do
existing theories encompass? What bounds the space? What dimensions and
regions of the space are neglected?

● Are there any important but underappreciated forms of convergence among
leading theories of consciousness or among researchers in consciousness
studies?

● Which theory regimentations would facilitate important theory
comparisons? In some cases, theory comparison would benefit from theory
regimentation. For example, when a theory is formulated unclearly or with
inessential commitments, it can be helpful to reformulate the theory so as to
capture its core empirical commitments. McQueen’s (2019) minimal
formulation of the integrated information theory may be considered as an
example of this.

● How can scientific theories of consciousness that were designed with
humans in mind be ‘de-anthropomorphised’ so as to be applicable to
non-human minds? (Compare Cappelen and Dever 2021.) For example, take
the global workspace theory. On this view, whether a state is conscious
depends on whether it is a representation that is broadcast to a wide range of
consumer systems. For the purposes of generating predictions about typical
humans, the theory can be left imprecise about, say, the requisite range of
consumer systems. But such imprecision needs to be resolved if we are to
extend the theory to non-human minds with rudimentary global workspaces
(see Carruthers 2019: 140-164; Birch 2020b; Butlin et al. 2023: §2.2.3).

2.2.3 Methodology and Data
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Ultimately, we would like to be able to know which individuals exhibit morally
significant properties like consciousness and sentience, so as to be in a position to say
what different individuals’ interests are and how their interests should be weighed. In
pursuing this aim, we face questions such as:

● How should we go about developing estimates for the distribution of
consciousness? Should we prefer approaches that are theory-heavy,
theory-light, or theory-neutral (Birch 2022b)?

● Should the same methodology be used in investigating the distribution of
conscious experience in non-human animals and candidate digital minds?
Or do the two cases call for altogether different approaches (Andrews and
Birch 2023)?

Further methodological challenges arise if our ordinary attributions of consciousness
fail to discriminate between a number of physical and functional properties that
typically co-vary with consciousness in human subjects, but which can come apart:

● How should we address the epistemological puzzle of what evidence could
conceivably reveal to us which of these properties generally co-varies with
consciousness (Block 2002; Hohwy 2004; Levin 2008; Balog 2020)?

● How should we respond to the following metasemantic puzzle that such
properties pose for reductive theories of consciousness: how is there a
determinate fact of the matter concerning which of these properties our
concept of consciousness refers to (Papineau 2002 175-231; Taylor 2013; Pautz
2017; Balog 2020; Birch 2022a)? And how does the answer to the question bear
on the distribution of consciousness in cases where these properties
dissociate.

● What bearing does the resolution of these problems have on how to value the
distinct properties that may be tightly correlated and associated with
consciousness in human subjects? (See Birch 2022a.)

Still further methodological issues concern the extent to which research on the moral
significance of different mental phenomena can proceed in parallel with research on
the nature of those phenomena:

● To what extent is it desirable that a theory of consciousness - or of a
particular type of experience such as pain - be able to account for its moral
significance? (See Jacobson 2013; Bain 2019.)

● Could views about the moral significance of consciousness be undermined
by particular conclusions we might draw about its nature and distribution?
For example, could the moral significance ordinarily assigned to
consciousness be undermined by the discovery that the state that comes
closest and close enough to satisfying our concept of consciousness is similar
to many accompanying states to which the concept does not apply (G. Lee
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2013)? Compare: views that attach outstanding moral significance to personal
identity might be undermined by discovering both that personal identity is
non-branching psychological continuity and that non-branching psychological
continuity typically holds in the presence of other similar relations (Parfit
1984).

Given our current epistemic predicament with respect to the distribution of
consciousness, it is natural to hope that additional crucial considerations are
discoverable. It is thus worth asking:

● What crucial but neglected factors bear on the distribution of consciousness,
and what is their import? Candidates factors include:

○ The meta-problem of consciousness (Chalmers 2018)
○ Debunking arguments appealing to proximal or distal explanations of

our judgements about consciousness (Chalmers, 2018, 2020)
○ In-depth analysis of the strengths and weaknesses of the dancing and

fading qualia arguments for organisational invariance (Chalmers 1996a:
247-75) and related theses (Saad and Bradley 2022)

○ The mental problem of the many (see Unger 2004; Simon 2017; Crummett
2022; Fischer et al. 2022; Builes and Hare 2023; Roelofs 2024)

○ The bearing of self-locating evidence and observation selection effects
(Bostrom 2002; Titelbaum 2008; Shulman and Bostrom 2012;
Snyder-Beattie et al. 2019; Hanson et al. 2021; Isaacs et al. 2022; Manley
ms) on our beliefs about the overall distribution of consciousness (see
Zuboff 1990; Bostrom 2003; Crawford 2013; Arntzenius and Dorr 2017;
Chalmers 2022: Ch. 5; Li and Saad 2022; Builes and Hare 2023; Saad
2023, 2024a)

○ The possibility of hidden qualia (Papineau 2002: 215-220; Taylor 2013;
Shiller 2017a; compare Block 2007; Goff 2014; Muelhauser 2017:
Appendix H; Schwitzgebel 2015; A. Lee 2019; Bayne et al. 2020)

○ Harmonious phenomenal-normative correlations ( James 1890; Pautz 2015,
2020; Mørch 2017; Goff 2018; Saad 2019, 2022; Cutter and Crummett
forthcoming)

○ Laws of appearance (Raymont 2005; Cutter 2016, Pautz 2020; Sainsbury
2022, Speaks 2022; Block 2023: 198-200; Morgan, 2023).

● How should we estimate the value of information about the basis of
consciousness and the relative importance of different kinds of errors? For
example, when it comes to evidence of sentience, it seems intuitive that we
should be more worried about false negatives than false positives. Is that in
fact the case, and, if so, how, if at all, should this asymmetry inform research
and theorising about consciousness (Peters 2023)? Are there ways in which
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even accurate information about the distribution and physical basis of
sentience might pose an information hazard? For example, could such
information be misused at scale by malevolent actors, and how, if at all, should
these downside risks inform research practices (Althaus and Baumann 2020;
compare: Bostrom 2017)?

2.3 Preparing to Live Alongside Digital Minds
Some forecasts assign substantial probability to AI systems that meet or exceed
humans in cognitive capacities being mass produced before the end of this century
(Davidson 2023; compare: Hanson 2016; Cotra 2020; Alexander 2023a). The prospect of
digital minds raises a host of challenges that are little understood and neglected.
There is no plan in place for navigating these challenges, and no compelling case has
been made that they will be well-navigated by default. There is thus an urgent task of
identifying key challenges raised by that prospect and devising strategies for
addressing them. This section highlights some key issues in this area.

2.3.1 Catastrophic Risks and Their Mitigation
There has been much discussion of advanced AI posing an existential risk via digital
agents with superhuman cognitive capacities that turn out to be misaligned with
human values (Yudkowsky 2008; Bostrom 2014; Russell 2019; Ord 2020; Cotra 2022b;
Ngo et al. 2022; Carlsmith forthcoming; see also Alexander 2023b and references
therein; for other catastrophic risks posed by AI, see, e.g., Hendrycks et al. 2023). A
growing body of research addressing the alignment problem aims to ensure that the
goals and values of AI systems do not conflict with those of human users (Christiano
2019; Christian 2020; Krakovna, 2024). For more on these issues, see section 3
(Artificial Intelligence: Risks and Opportunities).

One neglected cluster of issues concerns the bearing of the (potential) moral interests
and rights of advanced AI systems on catastrophic risks.

● How do potential interests and rights of advanced AI systems morally
constrain solutions to the alignment problem? (Christiano 2018; Peterson
2019; Gabriel 2020; Sebo and Long 2023; Bradley and Saad 2024; compare:
Chalmers 2010b: 30). What are these interests and rights? Which systems have
them? To what extent are these systems’ rights grounded directly in their
moral standing, rather than by way of special obligations we would incur
through our role in creating these systems (Schwitzgebel and Garza 2015)? To
what extent are existing alignment proposals in tension with the ethical
treatment of digital minds?

● Would it be permissible to create digital minds that intrinsically value
serving humanity and prioritise human welfare over their own, with no
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freedom to explore other values? (See Petersen 2011; Bales ms.) If so, under
what conditions? For example, would it be permissible to create digital minds
of this sort that meet or exceed cognitive criteria for high moral status of the
kind typically associated with human persons? If it would not (Schwitzgebel
and Garza 2020), what are the implications for designing morally permissible
approaches to AI safety?

● Should any tensions between the ethical treatment of digital minds and the
safe development and deployment of highly capable AI systems be leveraged
to decelerate or regulate AI development?

● More generally, how can catastrophic risks of large-scale suffering and/or
rights violation in emerging populations of digital minds be mitigated? (See
Bostrom 2014: Ch. 8; Sotala and Gloor 2017; Tomasik 2017; Saad 2023;
Schwitzgebel 2023; Saad and Bradley 2022). At present, there seems to be
nothing that guarantees, or even renders it likely, that humanity will generally
extend future AI moral patients the considerations they are owed rather than
the sort of consideration we currently extend to personal computers or
non-player characters in video games. If a very large number of such AIs exist
and even a small portion are mistreated, their abuse will unfold at enormous
scales. At present, these risks are not widely recognised.

● Can we develop better threat models and mitigation strategies? Valuable
research on this score could be constructive or critical in character: while the
construction of better risk mitigation strategies would constitute progress in
this area, so too would impossibility results that reveal the unavailability of
mitigation strategies that achieve well-motivated desiderata (compare:
Thornley forthcoming). The latter might serve to guide further research in the
area in fruitful directions or lend support to proposals such as technological
pauses or moratoria (Metzinger 2021).

2.3.2 Digital Minds and Timing Issues
In setting priorities, we face not only questions about the impact of different types of
interventions but also about the impact of intervention timing. A number of these
arise in connection with AI, owing to the rapid pace of AI development, the
malleability of its trajectory, and the large but highly uncertain potential impact of AI
on the distribution of minds:

● What, if anything, should be done now to prepare the ground for appropriate
recognition of the moral status of advanced AI systems that might exist in the
future? For example, are there risks that certain false beliefs about morally
significant aspects of mind could in the near future become locked in?
(Compare MacAskill 2022b: 75-102.) Would it be better to focus for now on
resolving crucial uncertainties about consciousness and moral status in digital
systems, before prioritising legal and policy interventions?
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● Given the aim of ensuring appropriate recognition of the moral status of AI
systems, to what extent should we be concerned with the order in which
relevant future developments occur? For example, is it desirable for certain
kinds of AI systems to arrive before others? How important is it to develop
moral criteria for the treatment of digital minds in advance of their arrival,
before attitudes and practices become socially entrenched? How strong a
reason is this to prioritise work addressing the ethics of digital minds at the
current margin as against, say, work addressing the plight of intensively
farmed animals? To what extent would answers to such questions change,
given the broader goal of eventually expanding the moral circle to fully
encompass both digital minds and non-human animal minds? More generally,
what are the benefits and costs associated with different possible ‘takeoff
scenarios’ for the emergence of digital minds (Saad and Caviola 2024)?

2.3.3 HowMight the Future GoWell?
Currently, discussion of possible future outcomes involving the emergence of digital
minds focuses primarily on catastrophic risks and corresponding threat models. It is
also worth reflecting concretely on the character of desirable long-run outcomes
involving digital minds and the steps by which to get from here to there (Chalmers
2010b; Hanson 2016; Shiller 2017b; Shulman and Bostrom 2021; Friederich 2023;
Bostrom and Shulman forthcoming). Some potential research angles here include:

● What strategies can mitigate against our uncertainty about consciousness in
digital minds? For example, if candidate sufficient conditions for
(un)consciousness can co-occur in digital systems, what are the prospects for
engineering or training co-occurring candidates into digital systems so as to
reduce uncertainty about the presence of consciousness? Alternatively, what
are the prospects for creating large populations of systems that differentially
exhibit candidate bases of consciousness? What do different views in
population ethics imply about what portfolio of populations with different
candidate bases would be optimal?

● How do the ranges of possible digital mind designs and possible ways of
organising a society containing both human and digital minds jointly
constrain the space of favourable future outcomes? For example, morally
favourable outcomes with stable, liberal-democratic societies may require
careful design choices. Digital minds that have – or which can easily gain –
superhuman powers of persuasion may readily achieve undue levels of
political influence. Similarly, creating digital minds that have the capacity to
reproduce rapidly and cheaply could spark an arms race for democratic
power. On the other hand, some ways of restricting digital minds’
opportunities to express themselves or procreate would be unjust. Tackling
these twin dangers – of creating digital minds whose capacities threaten
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morally favourable forms of social organisation and of securing certain forms
of social organisation through unjust restrictions on digital minds – may
require a constructive approach that simultaneously devises novel kinds of
digital minds and novel forms of social organisation.
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3 Artificial Intelligence: Risks and
Opportunities

Artificial intelligence (AI) will plausibly be one of the defining technologies of the 21st
century. Indeed, some predict that AI will have transformative implications within
decades, having at least as profound an impact on human civilisation as the Industrial
Revolution (Roser, 2023).

Like many technologies, and like the Industrial Revolution itself, AI is a source of both
opportunities and risks. And if AI does end up being transformative then these
opportunities and risks are likely to be particularly dramatic in scale. This suggests
that navigating AI well could be one of the most important tasks facing humanity in
the coming decades. For this reason, GPI is interested in research that helps us to
understand and navigate the largest-scale risks and opportunities presented by AI.

One motivation for this work is the thought that AI might have significant impacts on
the long-term future of humanity (see section 1), either by bringing about human
extinction or by influencing the trajectory of civilisation. However, reflection on the
impacts of AI can also be justified from many moral viewpoints, including those that
place less emphasis on the long-term future. So, we see this research direction as
complementary to our work on the long-term future but not reliant on it.

Artificial intelligence is a new focus area for us and this agenda will likely grow and
change as we learn more. With that caveat in mind, here are three research areas that
we're particularly interested in.

See also sections 2.2 (Economics of Artificial Intelligence) and 2.3 (Modelling Artificial
Agents) of GPI's research agenda in economics and section 9.2 (Risks From Artificial
Intelligence) in GPI's research agenda in psychology.

3.1 Catastrophic Risk from AI
AI could bring about a variety of catastrophes (Bengio et al. 2024; Hendrycks
forthcoming). One possibility is that AI could itself bring about the extinction or
disempowerment of humanity. Another possibility is that humans could use AI to
cause catastrophic outcomes. For example, authoritarian regimes could use AI to
entrench their power, or terrorist groups could use AI to develop dangerous biological
weapons that they then deploy. And yet another possibility is that AI could change the
world in ways that aren't directly catastrophic but make catastrophe more likely. For
example, AI might lead to a growth in both wealth inequality and misinformation, and
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this might impede the smooth functioning of society in a way that makes catastrophes
more likely.

GPI is particularly interested in two threads of work that explore the risk of AI causing
catastrophes like these.

3.1.1 Understanding the Catastrophic Risks Posed by AI
GPI is interested in work that helps to clarify what catastrophic risks, if any, are posed
by AI. Understanding what risks AI poses can help society to prioritise between
different strands of work. Understanding specific risks can also help guide work to
mitigate those risks. With this in mind, GPI is interested in work on the following
topics.

● What is the case for expecting AI to pose various catastrophic risks? Threat
models are rigorous explorations of a potential risk that might be posed by AI.
Threat models can explore conceptual and evaluative questions about the
nature of a given risk, can outline clearly structured arguments that AI poses a
particular risk, and can evaluate the plausibility of these premises. Note that
here – as elsewhere – we're not assuming any conclusion: we're interested in
work that evaluates the risks posed by AI, regardless of whether these
strengthen the case for the risk or weaken it. Previous examples of threat
modelling include Bostrom 2014; Cotra 2022b; Grace 2022a; Hendrycks et al.,
2023; Ngo et al., 2022; Carlsmith forthcoming; Goldstein & Kirk-Giannini
forthcoming).

● What are the most fruitful ways of modelling advanced AI systems? GPI is
interested in models aiming to provide insight into the likely behaviour of
future AI systems. For example, we might try to develop decision theoretic
models to study the behaviour of individual systems (Bales forthcoming;
Gallow forthcoming; Thornley forthcoming) or game theoretic models to
explore the interaction between multiple models (Conitzer & Oesterheld 2023).
Alternatively, we might investigate the extent to which the predictive
processing model of the mind can provide insight when applied to AI (Ratoff
2021).

● How should we prioritise between different risks posed by AI (and between
AI risk and other causes)? Accurate threat models – which characterise the
catastrophic risk posed by AI – don't by themselves settle whether mitigating
risks from AI should be a priority. To answer this question, we also need to
reflect on how moral prioritisation should proceed and on how AI risk
mitigation compares to other moral causes. GPI is interested in work that
engages in reflection on this question of prioritisation. For example, this might
involve reflecting on how the catastrophe risk posed by AI (and the tractability
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of reducing it) compares with other sources of catastrophic risk (Ord 2020). Or
it might involve thinking about the circumstances under which reducing the
risk of catastrophe from AI should be a priority (Shulman & Thornley
forthcoming). Or it might involve reflection on which of the risks posed by AI
should be a priority. We might ask (for example) whether accident-risk or
misuse-risk is more urgent, whether our focus should be on reducing the risk
of extinction or on improving our prospects conditional on survival, and to
what extent we should prioritise reducing risks to digital moral patients.

● How can political philosophy provide insight into catastrophic risks from
AI? Some of the risks posed by AI are political in nature, including the risks
posed by AI-enabled dictatorships. Other risks will inevitably involve a
political dimension, for example with regulation and international agreements
playing an important role in enabling or mitigating risks. For this reason, it's
likely that political philosophy will be able to provide insight, and we're
interested in work of this sort.

3.1.2 Exploring Mitigation Strategies
GPI is also interested in work that aspires not simply to clarify the risks posed by AI
but also to mitigate them. For this reason, we are interested in work on the following
topics.

● How should we think about the alignment of AI systems? Many agree on the
importance of AI alignment to mitigate catastrophic risks from AI, where this
is understood broadly as ensuring that AI systems act in accordance with
human values and interests. But what specifically should advanced AI systems
be aligned with (Gabriel 2020)? Human preferences? If so, how do we handle
cases where preferences differ (Zhang & Conitzer 2019)? Some particular
moral theory? If so, which one (Barrington 2023; D’Alessandro 2023)? How, if at
all, should we account for moral uncertainty (Korinek & Balwit 2022)? And
should we be aspiring to this sort of normatively deep alignment at all, or
should we instead aim to resolve the risks in other ways?

● How promising are existing mitigation strategies (and are there novel
strategies that should be considered)? Authors have proposed many strategies
for mitigating risks from advanced AI systems. These include both strategies
for preventing accidents and strategies for preventing misuse. We are
interested in assessing these strategies: where might they fall down and how
could they be improved? Strategies we might evaluate include governance
proposals like slowing down AI development (Grace 2022b; Hogarth 2023),
restricting access to hardware (Balwit 2023), red-teaming AI systems to
identify their flaws (Anthropic 2023; Mislove 2023), and requiring tests of AI
systems’ capabilities and alignment (Kinniment et al. 2023). We’re also
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interested in assessing technical proposals including: improving our
understanding of models’ internals (Olah et al. 2020; Bergal & Beckstead 2021;
Nanda 2022), developing AI systems that learn human values by observing
human behaviour (Hadfield-Menell et al. 2016; Russell 2019), creating systems
that aim to be ‘low-impact’ (Armstrong & Levinstein 2017), eliciting latent
knowledge from AI systems (Christiano et al. 2021), training AI systems to be
truthful (Evans et al., 2021), using less-advanced AI systems to help us reliably
oversee the training of more-advanced AI systems (Christiano et al. 2018;
Irving et al. 2018; Leike et al. 2018), using AI feedback to train AI systems (Bai et
al. 2022), and designing agents that won’t resist being shut down (Thornley
2024; Thornley et al. 2024). In addition, we’re interested in developing novel
mitigation strategies.

3.2 AI and the Trajectory of Civilisation
Even setting aside the possibility of catastrophe, AI might have a dramatic impact on
the world and on the future of human civilisation. This could result from two potential
consequences of AI.

The first potential consequence is that AI might bring about rapid societal and
technological change. That is, AI might markedly increase the rate of economic
growth and technological development (Aghion et al. 2019; Trammell & Korinek 2020;
Nordhaus 2021), as well as dramatically impacting social norms and institutions. So,
the impact of AI could occur on a particularly large scale.

These impacts could be very good or very bad. For example, rapid economic growth
might lift many out of poverty and technological development might lead to novel
pharmaceuticals and clean energy technologies. Taken to the limit, we might envision
a sort of utopia resulting (Russell, 2019: 246; Bostrom, Dafoe & Flynn 2020: 297). On
the other hand, AI might bring about the invention of new weapons of mass
destruction, potent forms of propaganda, and lie-detection and surveillance
technologies. Further, it might do so at such a rapid pace that society struggles to
adapt (Bostrom, Dafoe & Flynn 2020: 299). Taking this to the limit, we might envision
a dystopia.

The second potential consequence is that AI might induce lock-in, in the sense of
causing certain features of society to persist for an extremely long time (MacAskill
2022: Ch 4). This could occur because a given AI system could itself exist for an
extremely long time, able to survive via periodic copying to new hardware. If such a
system, or a set of such systems, shapes the world in a certain way then they might
continue to do so for a long time and hence lock-in the relevant features of society.
This magnifies the potential impact of the sorts of large scale consequences outlined
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above. It also means that, for better or worse, changes that have a relatively small
immediate impact might have a far larger impact once their persistence is accounted
for.

These two potential consequences of AI mean that we could soon face a series of
important decisions that have unusually large-scale and persistent consequences. In
the light of this possibility, GPI is interested in three strands of work relating to
navigating the impacts of AI on the trajectory of civilisation.

3.2.1 Understanding the Impacts
We are interested in work that helps to clarify the likely impacts of AI. Among other
things, we're interested in the following topics:

● What is lock-in and how likely is AI to bring it about? GPI is interested in
work that clarifies the nature of lock-in and the relationship between lock-in
and the achievement of a desirable future. We're also interested in work that
explores whether AI is likely to bring about various types of lock-in (Karnofsky,
2021; Finnveden et al., 2021). One important-seeming type is value lock-in
(MacAskill, 2022b: Chapter 4): the values instantiated by advanced AI could
persist for a very long time. That suggests that it is especially important to get
these values right.

● How likely is AI to bring about rapid societal and technological change? GPI
is interested in work that explores both what impacts AI is likely to have and
on what timescale. While much of this work is likely to lie outside of
philosophy, we think that philosophers can potentially provide insight into
questions here. Relevant work might explore how fast AI systems are likely to
improve (Cotra, 2020, 2022a; Barnett & Besiroglu, 2023; Davidson, 2023), and in
particular, whether such systems are likely to undergo a process of recursive
self-improvement (Chalmers, 2010; Thorstad, 2022).

3.2.2 Navigating the Development of Advanced AI
Given the impacts of AI, we might ask how we should want AI to be used. This strand
of research explores both how we might want to develop advanced AI in the first place
and what we might want to do with it once we do. For example, we're interested in
work on the following:

● At what pace should we aim to develop advanced AI? In the light of potential
benefits and costs of AI, we need to make a decision about how to proceed with
AI development. One question here is whether we should pause AI progress,
either now or in the future, to give us more time to understand the risks and
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how to mitigate them (Alaga and Schuett 2023; Ienca 2023). More generally,
work in this area might explore whether we should engage in differential
technological development, where we aim to speed up work that ensures the
safety of AI relative to other work that increases the capabilities of AI
(Sandbrink et al. 2022).

● How should advanced AI be used in shaping the future of civilisation? If we
develop safe AI, it will be important to ask how we might use it to create a
flourishing future. For example, this work might explore the role that
democratic processes should play in making crucial decisions about how to
make use of AI. Or it might explore how AI could itself play a role in deciding
how to make use of AI in shaping humanity's future or in answering any of the
other questions in this list.

● What values should we want an AI to instantiate? Unfortunately, there are
many ways in which we might get the values instantiated by an AI wrong. We
might endow powerful AI with the wrong theory of normative ethics, or the
wrong theory of welfare, or the wrong axiology, or the wrong population
ethics, or the wrong decision theory, or the wrong theory of infinite ethics.
Each of these mistakes could make the future significantly worse than it
otherwise would be. With what values - if any - should we endow AI? Can we
delegate this question to AI itself or otherwise wait to decide?

3.2.3 Navigating Rapid Change
The final strand of research in this area will explore how we should navigate the rapid
social and technological change that AI could potentially bring about. This might
require us to rapidly make a large number of important decisions. These decisions
include: How do we share the wealth and power that might be granted by advanced
AI? How do we govern new capabilities (like advanced lie detection and surveillance,
human enhancement, and space settlement) that might be enabled by advanced AI?
How do we integrate into society the vast numbers of digital beings that might follow
in the wake of advanced AI? GPI is interested in work that explores how these
challenges might be addressed. For example, we're interested in work in the following
areas.

● How can we improve society's capacity to navigate rapid change? Work here
might explore how to improve humanity's governance systems and institutions
to leave us better able to coordinate and respond to an agile way to rapid
change. It might also explore whether we can address some of the challenges
that AI might pose by making agreements ahead of time, to help ensure that
the benefits of AI are shared broadly.

● How should we navigate specific challenges that rapid change might lead to?
If society goes through a period of rapid societal and technological change
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then there will be many innovations that we need to navigate rapidly. There
might be value in reflecting on how to navigate some of these challenges ahead
of time. Work in this area might explore whether we can make reliable
predictions about the kind of technologies whose development will be
accelerated under conditions of explosive economic growth. It might then
explore what kinds of preparatory solutions should be proposed for addressing
the risks and opportunities that are likely to arise from the emergence of those
technologies under conditions of rapid change.

3.3 Digital Minds
So far, this section of the research agenda has largely focused on the implications that
AI might have for humans and human civilisation. However, it's possible that in the
future AI systems might themselves become moral patients, deserving of our
consideration. GPI is interested in work that helps us to determine the likelihood that
future AI systems are moral patients and interested in work that clarifies how we
should treat AI systems in light of this likelihood. For more details of work we're
interested in in this area, see section 2.3 (Preparing to Live Alongside Digital Minds).
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4 General Issues Related to Prioritisation

A range of general philosophical issues confront an agent wishing to do the most
good possible with limited resources. Here we outline some particularly important
Decision Theoretic Issues (section 4.1), Epistemological Issues (section 4.2),Moral Issues
(section 4.3), and Issues Relating to Specific Cause Areas (section 4.4). While most issues
in this section are not specific research foci for GPI, we think that they may either
inform our approach to other questions in the agenda, synergise well with them, or
represent fruitful research projects for individual researchers to pursue.

4.1 Decision-Theoretic Issues
4.1.1 Risk Aversion
Some policies that have high expected value carry a great deal of risk. Many think that
this counts against implementing those policies, though whether this is rational and
precisely how to accommodate risk aversion in our decision theory is a controversial
matter.

● Does the correct decision theory permit risk aversion (see Buchak 2013,
Thoma 2019 for overviews)? If so, are there arguments for or against risk
aversion when aiming to promote moral value (see Wilkinson 2022b) or when
acting on behalf of others (see Buchak 2019, Thoma 2023)?

● How should we think about low probability outcomes, especially extremely
good or bad ones (see Wilkinson 2022c, Russell 2023, Beckstead & Thomas
2024)? Should we ignore very unlikely outcomes (see Monton 2019, Kosonen
2022), or avoid excessive risk taking by adopting a bounded utility function (see
Menger 1934, Arrow 1966; compare Russell and Isaacs 2021), or
non-expectational decision rule (following Buchak 2013, Bottomley &
Williamson 2024)?

● Even if the correct decision rule permits risk aversion, should real-world
agents act in a risk-averse way? Do long-run arguments or considerations of
background risk mean that risk neutrality is effectively required in practice
(see Buchak 2013: Chapter 7, Thoma 2018, Tarsney 2020, Wilkinson 2022b)?

● Are there specific interventions that only make sense given some kind or
degree of risk aversion (Greaves et al. 2024; Pettigrew 2024)? How should
policymakers and philanthropic agents go about incorporating risk aversion
into their decision-making procedures, if at all?
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4.1.2 Infinities
It is arguable that some things are infinitely more valuable than others, either in
actuality or in expectation. How should we think about our choices in light of these
possible infinities?

● Is it really epistemically possible that some outcomes are infinitely more
valuable than others?What kind of decision theory should we employ to
accommodate such outcomes (see Bartha 2007, Chen & Rubio 2020)? Should
our concern with realising infinite values swamp our concern for realising
merely finitely valuable outcomes (see Hájek 2024)?

● How should we evaluate populations containing infinitely many lives? If no
action can affect more than a finite amount of value, it may appear that no
action can affect the value of an infinite world (Nelson 1991). Do we therefore
face a kind of ‘infinitarian paralysis’? If not, what kinds of tools should we use
to compare infinite populations (see Vallentyne & Kagan 1997, Bostrom 2011,
Arntzenius 2014 Askell 2018, Tarsney & Wilkinson forthcoming)?

● How should we respond to the possibility that some of our options have
infinite or undefined expected value? Is it possible to face ‘St Petersburg-like’
acts with infinite expected value (see Peterson 2023) or ‘Pasadena-like’ acts
with undefined expected value (see Hájek & Nover 2004; Alexander 2012)? How
can we sensibly compare such acts (see Easwaran 2008; Colyvan 2008;
Easwaran 2014; Colyvan & Hajek 2016; Wilkinson forthcoming)? Do we face
such acts in practice (see Wilkinson msb), and does this result in a kind of
infinitarian paralysis (since each of our acts may have undefined expected
value)?

● What should we make of principles that seem plausible in the finite setting
but break down in the infinite setting? In particular, various seemingly
plausible principles in decision theory (see Goodsell 2023, Russell 2023,
Wilkinson forthcoming) and population ethics (Askell 2018, Goodsell 2021,
Wilkinson 2021) result in paradoxes or inconsistencies in the infinite setting.
Does this ever provide a reason for doubting those principles in the finite
setting?

See also section 1.3 (Welfare and Decision Procedures) of GPI's research agenda in
economics.

4.1.3 Causal and Non-Causal Decision Theories
There is a longstanding debate over how to evaluate acts that provide evidence of a
good outcome without causing a good outcome – Newcomb’s Paradox is the classic
example (see Nozick 1969, Lewis 1981, and Ahmed 2014).
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● Should we care about causally promoting good outcomes, or something else?
Is the correct decision theory Causal Decision Theory (see Lewis 1981),
Evidential Decision Theory (see Ahmed 2014), Functional Decision Theory (see
Levinstein and Soares 2020), or something else? How should we act while
uncertain about the answer to that question (see MacAskill et al. 2021)?

● How does the debate between these theories affect our cause prioritisation?
Do particular theories of ethics or rationality look more or less promising
given a non-causal decision theory (see Oesterheld 2017: Section 4, Wilkinson
2022a)?

● If a non-causal theory is correct, should we engage in acausal trade? That is,
should we ever perform acts that do not promote our values but provide
evidence that agents elsewhere promote our values (see Oesterheld 2017)?

● What kind of theory should we expect or want digital agents to follow (see
Conitzer & Oesterheld 2023)?

4.2 Epistemological Issues
Good decision-making is based on evidence. In some cases, it is clear what our
evidence is and what kinds of belief it justifies. In other cases, it is unclear what kinds
of beliefs we are justified in forming. How should an altruistic agent act in such cases?

4.2.1 Severe Uncertainty
We must make choices despite having sparse and difficult-to-interpret evidence
about the effects of those choices. While we may have some idea about how our
choices will go in the short run, the further we look into the future, the less we seem
to have to go on.

● Are there situations in which it is inappropriate to assign precise
probabilities to outcomes of some act? If so, what kind of ambiguity-aversion
does the correct decision theory permit (see Bradley et al. 2017; Rowe &
Voorhoeve 2018)?

● What tools do we have to reduce long-term uncertainty? Can fields like
forecasting and persistence studies help us resolve at least some severe
uncertainty? See also section 2.3 (Forecasting) of GPI's research agenda in
psychology and section 1.2 (Forecasting) of GPI's research agenda in
economics.

● Are there any decision procedures or heuristics we can adopt to make better
decisions in light of severe uncertainty (see Mogensen & Thorstad 2022,
Thorstad forthcoming)? How can such heuristics be justified? Do they
effectively amount to ignoring the long-term future?

44



● How should we act when we face unawareness (i.e., when we cannot describe
or conceptualise some features of a decision situation, see Bradley 2017;
Steele and Stefánsson 2021; de Canson 2024)?

● Does the problem of cluelessness mean that we lack a meaningful basis for
comparing options (see Lenman 2000)? The long-run future seems to be
inscrutable, which might suggest that an agent who cares about the total
consequences of their acts has no way of comparing options. Are there
principles that we can leverage to make at least some meaningful comparisons
(see Greaves 2016)? Does cluelessness mean that we must give up on
commonsense intuitions about how to rank policies (Mogensen 2021)?

4.2.2 Self-locating Beliefs
Some arguments from epistemology suggest that facts about us and our location can
sometimes provide us with evidence about apparently unrelated propositions. A range
of potentially important topics hinge on how we should respond to such evidence.

● How should we take self-locating information into account? For general
discussion, see Bostrom (2002), Titelbaum (2008), and Isaacs et al. (2022).

● What should we make of the ‘doomsday argument’? The ‘doomsday’
argument leverages self-locating evidence to show that we should expect
humanity to go extinct before many more of us are born (Carter 1983; Gott
1993; Leslie 1996; Bostrom 2002; Mogensen 2019a; Thomas 2021a). Working out
whether this argument is sound will affect how we think about future harms
and benefits, as well as interventions aimed at mitigating existential risks.

● What should we make of various ‘simulation arguments’? Simulation
arguments leverage self-locating evidence to show that we should be confident
that we live in a simulation (see Bostrom 2003, Weatherson 2003, Thomas
2021b). Apart from being of great theoretical interest, what practical upshot
does this argument have, if sound?

● Are we living at the Hinge of History? In particular, does self-locating
evidence provide evidence for or against our being at an especially important
time with respect to our ability to go extinct (see MacAskill 2020a, Mogensen
2023b)?

4.2.3 The Status of Philosophical Arguments
Some philosophical arguments purport to establish prima facie outlandish
conclusions, many of which have implications for ethical prioritisation (e.g., that we
should acausally cooperate with agents outside of our causal future). Similarly, many
prima facie outlandish empirical claims would, if true, have implications for
prioritisation.
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● Should outlandish positions be taken seriously in practice? If so, are there
limits on the kinds of counterintuitive views that should be taken seriously?
And if so, what exactly does it take for a view to be beyond the pale (see Kelly
2005, 2008, 2011 and Rinard 2013)? If we are broadly skeptical of some
outlandish positions, are there particular issues or arguments that
philosophers wanting to promote the good should set aside (see the
discussions by Cotra 2021 and Carlsmith 2023)?

● Should we have the same level of epistemic modesty about unusual moral
views as we do about unusual empirical views (cf. McPherson 2009)?

4.3 Moral Issues
4.3.1 Population Ethics and Aggregation
If we aim to do the most good overall, then we need to know how to weigh benefits
and harms interpersonally. We need to know whether and how to aggregate, and we
must also tackle the issues which arise when our choices make a difference to the
number of people who will exist.

● How should we decide between interventions that change the number or
identities of future people? Are some interventions only worth pursuing on
some views of population ethics, or do most theories converge in their
recommendations under plausible empirical assumptions (cf. Tarsney and
Thomas 2024)? Are we justified in ignoring these sorts of effects when we
attend to policies primarily aimed at the near term (Broome 2005: 402)?

● Does the Non-Identity Problem weaken or eliminate our welfare-based
moral reasons to benefit future generations (Parfit 1984: 366-71 , Boonin
2014, Mogensen 2019b)? If so, might we have other sorts of reasons to benefit
or co-operate with future generations?

● Should we aggregate wellbeing at all (see Taurek 1977, Parfit 1978)? If yes,
should we be partial or full aggregationists (see Voorhoeve 2014, Horton 2021)?
Again, how does our choice of theory here affect our cause prioritisation
(Curran forthcoming)?

● Is there a case to be made for prioritising identified over statistical lives (see
Cohen, Daniels & Eyal 2015)? If so, how strongly should we prioritise
identified people in principle, and should we in fact favour interventions which
help identified people in practice?

See also section 1.1.1 (Welfare and Beneficence) and section 1.3 (Welfare and Decision
Procedures) of GPI's research agenda in economics and section 1,1 (Understanding
People's Values) of GPI's research agenda in psychology.

46



4.3.2 Non-Consequentialism and Moral Prioritisation
Discussions of impartial prioritisation often start from broadly consequentialist
considerations, such as weighing harms and benefits or promoting good outcomes.
But this perspective might be challenged in several ways, and we might ask to what
extent non-consequentialist considerations will lead to different results or even
suggest a different methodology.

● What should we make of the ‘Stakes Sensitivity Argument’ for setting aside
non-consequentialist considerations in some contexts?When the stakes are
high, it often seems like considerations of welfare trump prima facie deontic
constraints (see Nagel 1978, Greaves & MacAskill 2021). This might suggest that
“moderate” non-consequentialists, who count the value of consequences as
one of the things that matters morally, should act as though they are full-blown
consequentialists in high-stakes decision situations. Is this right, and are
ethical prioritisation decisions high-stakes in the relevant sense?

● What should ‘radical non-consequentialists’ think about prioritisation?
Some non-consequentialists hold either that there is no such thing as the
value of consequences, or that value-based considerations do not make a
difference to what we ought to do (Geach 1956, Thomson 1997). What practical
upshots do such views have? In particular, are the best arguments for
prioritising unorthodox cause areas, such as aiming to improve the far future
or the welfare of non-human animals, inseparable from value-based moral
reasoning?

● Are there specific non-consequentialist considerations that speak against
doing what is impartially best in some cases? For example, it might seem
unfair to implement the most cost-effective intervention in cases where doing
so benefits only those lucky enough to be able to be cheaply helped (cf. Broome
1984, 1991, Daniels 1993, Kamm 2004). Or it might seem paternalistic for one
agent to impose solutions on others rather than letting them decide for
themselves how to use resources (Saunders-Hastings 2019). Do such
considerations speak against the overall project of prioritising the “best”
interventions?

4.3.3 Moral Uncertainty
Humans have been doing moral philosophy for at least 2,500 years. We still don’t know
for sure what the correct view is, and it’s unlikely that we will know in the foreseeable
future. We have to make choices regardless. How should we go about evaluating
causes and cause areas in light of our moral-epistemic position (see MacAskill, Bykvist
& Ord 2020)?
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● Is moral uncertainty practically important? Is there a normatively important
sense in which we “ought” to do certain things in virtue of our uncertainty
over moral theories (see Weatherson 2019)? If so, what is the correct theory of
this sense of "ought" (see Gustafsson and Torpman 2014, MacAskill and Ord
2020)?

● Could we be unaware of the correct moral theory?What ought we do then?
● How does moral uncertainty matter in practice? Are there specific issues in

this research agenda, or in ethical prioritisation more broadly, where moral
disagreements are important? If so, what do different meta-normative
theories recommend in such cases?

● How valuable is normative information (see Russell forthcoming)? In
particular, how much of our current resources should we spend on pursuing
normative information (see Ord 2020: Ch. 7)?

● Should we be especially uncertain about ethical issues in light of the depth
and persistence of normative disagreement (McGrath 2008; Wedgwood 2010;
Setiya 2012; Mogensen 2017)?

See also section 1.3 (Welfare and Decision Procedures) of GPI's research agenda in
economics and section 1.1 (Understanding People's Values) of GPI's research agenda in
psychology.

4.4 Other Cause Areas
This section covers other issues which don’t fit neatly into the previously mentioned
categories, but to which we think philosophers can make important and valuable
contributions.

4.4.1 Animal ethics
Much of moral philosophy focuses on how humans ought to treat each other. But at
least some non-human animals might have moral standing as well. If so, given our
current neglect and mistreatment of many animals, and given their vast numbers,
interventions aimed at improving animal welfare could be enormously valuable. Below
are some of the philosophical questions related to our treatment of non-human
animals which seem to us especially pressing:

● Which non-human animals matter morally, how do they matter, and why?
(See Regan, 1983; Singer 1993; Korsgaard 2018; Nussbaum 2022.)

● How can we make meaningful judgements about non-human animal
wellbeing?What makes it the case that an animal has a given wellbeing level,
and is the answer here any different to the case of humans? Can we make

48



interspecies comparisons of wellbeing – and if so, how (see Browning 2023,
Fischer 2024)?

● Do some farmed animals have lives worth living?Which ones? Could it be
beneficial to increase the number of animals raised on farms (see McMahan
2009)? What about the welfare levels of wild animals (see Groff and Ng 2019;
Browning and Veit 2023)?

● What kinds of economic and institutional changes would improve farmed
animal welfare? How can animal welfare be incorporated into standard
economic models or cost-benefit analysis (see e.g., Espinosa and Treich 2024)?
Which kinds of regulatory changes would have the greatest impact on farmed
animal welfare? How can we assess interventions aimed at improving animal
welfare and determine whether they are cost effective?

● Is animal wellbeing the only morally relevant consideration? Do animals also
have rights (Regan 1983; Francione 2008; Donaldson and Kymlicka 2011)? What
would be the implications if so?

● Is species existence intrinsically valuable? To what extent should we avoid
extinctions of non-human animals? How much should we value non-human
animals qua individuals versus valuing them qua components of an ecosystem
(see Baard, 2022 and Palmer et al. 2023)?

See also section 8.2 (Wellbeing in Nonhuman Beings) in GPI's research agenda in
psychology.

4.4.2 Aid and Development
There has been an enormous amount of work in moral philosophy on duties to the
global poor, and many altruistic people take helping the worst off to be at least part of
how they should go about making the world a better place. Since the scope and
volume of work on this topic is vast, the following is merely indicative of the kind of
important questions that synergise well with other topics in this agenda:

● How do duties to the worst off today balance against concern for future
generations?

● How demanding are our duties towards the worst off in the world today
(Singer 1972, Unger 1996, Cullity 2004)? Are they merely duties of
beneficence, or are they (arguably more stringent) duties of justice (Pogge
2002)?

● What metrics should we employ when evaluating interventions? Should we
use Disability-Adjusted Life Years, Quality-Adjusted Life Years, or something
else (Gold et al. 2002; Fleurbaey and Blanchet 2013; Frijters et al. 2020)?

● What kinds of evidence should we use when evaluating interventions?What
is the value of Randomised Control Trials (see Deaton and Cartwright 2018)?
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More generally, should we favour interventions backed up with specific kinds
of evidence, or are there dangers to overemphasising certain kinds of evidence
(‘looking for the car keys underneath the street lamp’)?

● In what ways can aid have unforeseen consequences that harm the worst off?
Does aid often, for example, weaken states’ responsiveness to the needs of
their citizens (see Temkin 2022)? How should we take such consequences into
account when making altruistic decisions?

4.4.3 Moral Progress
A common issue in prioritisation is whether to act now or invest to do more good
later. One relevant question that philosophers seem particularly well equipped to
answer is not just whether future people will have more resources and empirical
information than we do, but whether they will be better situated than us in virtue of
having progressed morally (see MacAskill 2022b: Ch. 3-4).

● Should we expect to progress morally (see Sauer et al. 2021)?What will be the
cause(s) of such progress?

● How impactful is it to focus on moral progress itself as a cause area (see
Anthis & Paez 2021)? Aside from advocacy leading to moral circle expansion,
are there other ways of speeding up and/or directing moral progress ?

● Should we defer resources to future generations because of expected moral
progress? If we expect to make moral progress in some form, this may speak
in favour of keeping as many options as possible open for future generations.

4.4.4 Institutions
Many of the most important decisions today are taken by institutions like
governments, universities, charitable foundations and companies, rather than by
individuals. It is plausible that institutions often have different reasons for action than
we do. If that is correct, how do these differences bear on the question of what
institutions ought to do, all things considered?

● Do governments have special duties to their citizens (see Frick 2020)? Should
governments use their resources to bring about impartially better outcomes,
and if so when (Barrett 2022)? How can we square such duties with the
democratic principle of accountability to present citizens, especially if those
citizens’ own values are not those of an impartial agent seeking to do the most
good?

● Do other areas of this research agenda (Longtermism, AI, Mind & Value) bear
on questions of political representation? Should we give representation to
future people, digital minds, and/or animals, and if so how?
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● Should we welcome or oppose a stable world government? The formation of a
world government, if it ever occurs, may be one of the most significant events
in political history. From a moral perspective, ought we to welcome or to
oppose such a development? If the answer is a qualified one, is there anything
we can do to help avoid the formation of a world government under adverse
conditions, while promoting the formation of a world government under
favourable conditions? What should the structure and/or constitution of such a
world government be?

● Is institutional and collective change more important than individual action?
If our goal is to do the most good, should influencing institutions, or focusing
on collective change more generally, be expected to have greater impact than
individual altruistic decisions (see Berkey 2018, Collins 2019, Schmidt and
Barrett forthcoming)?

See also section 7 (Policy and Institutional) of GPI's research agenda in psychology.
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