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This research agenda outlines some questions about mind and value that are of particular

interest to philosophers at the Global Priorities Institute. Many of these questions concern the

nature of mental phenomena, their distribution, our epistemic access to them, and their moral

significance. We have selected questions based on their potential bearing on priority setting

through their ability to inform decision-makers about the distribution of morally significant

mental properties over individuals, with particular emphasis on non-human candidates for

moral standing. The selection of topics is guided by conjectures about where additional

research would be most valuable on the current margin. Some important questions are absent

from the agenda because they are already well-studied or because we expect them to receive

sustained scholarly attention by default. There are also cases in which we mention important

but well-studied issues in order to provide context and orientation. Although the research
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agenda outlines the kind of research we prioritize, we emphasize that it is not intended as

exhaustive.

1. Which Mental Phenomena Are Morally Significant?

1.1Which Mental Phenomena Contribute to Moral Standing?1

Many philosophers have maintained that moral standing is closely tied to sentience, that is, the

capacity for valenced experience (e.g., Singer 1993; Korsgaard 2018; Nussbaum 2023). Pains and

pleasures are paradigmatic valenced experiences, but the category includes much else besides,

such as experiences of the sublime and feelings of nausea. Among those who agree that moral

standing is closely related to sentience there is disagreement about whether sentience matters

per se and, if so, how it matters (Roelofs 2023). Some hold that the capacity for consciousness

rather than sentience confers moral standing (Chalmers 2022). Others deny that moral

standing is (or need be) closely related to sentience, maintaining instead that its basis lies in

mental phenomena, such as certain kinds of desires or agency, that are not tied to the capacity

for consciousness (Levy 2014; Carruthers 2019: 171-4; Kagan 2019: 23-30; Bradford 2022;

Goldstein and Kirk-Gianini 2023).

Who is right? Each of these views of moral standing can recognize the moral standing of

humans. But they o�er di�ering verdicts in cases involving non-human minds that are

important for setting global priorities. For instance, if moral standing requires consciousness,

then it is doubtful that any existing AI systems have moral standing and an open question

whether any near-term AI systems will be conscious (Butlin et al. 2023; Chalmers 2023). On the

other hand, if a thin variety of desire — one not dependent on the capacity for consciousness

— su�ces for moral standing, then some existing AI systems may well have moral standing

(Goldstein and Kirk-Gianini 2023).
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1.2How Are Mental Phenomena Otherwise Morally Significant?

Plausibly, mental phenomena realize not only moral standing but also many other morally

significant properties, including well-being, ill-being, and the possession of rights. However,

there is much uncertainty about which mental phenomena realize which moral properties.

For example, the leading philosophical theories of well-being disagree about how di�erent

mental phenomena contribute to welfare (Lin 2022). Nonetheless, they may be thought to

deliver very similar evaluations of many of the kinds of lives that actually exist, diverging

sharply only for highly unusual, imaginary cases, like people devoting their lives to counting

blades of grass (Rawls 1971: 432). How important, then, are the di�erences among these theories

for setting priorities? Are there important divergences in the evaluation of possible outcomes

by the di�erent theories, of a kind that might significantly shift our priorities depending on

the confidence we assign to each?

At present, we also have only a limited understanding of intrinsic sources of ill-being,

especially sources besides pain or felt unpleasantness (Kagan 2014; Sumner 2020; Bradford

2021; Pallies 2022). Do gaps in our understanding of the nature and sources of ill-being a�ect

our ability to reliably determine which individuals are above and below the zero level for

lifetime welfare in ways that might shift our priorities?

Focusing just on the evaluation of valenced experiences, there is also much uncertainty about

how di�erent intensive and extensive quantities a�ect their value. For example, should the

duration of a given valenced experience be understood as a matter of its objective duration or

its subjectively experienced duration (Schukraft 2020; Shulman and Bostrom 2021)? If there are

such things as degrees of consciousness (see Lee 2022 and citations therein), could pains of a

fixed intensity di�er in their degree of consciousness in a way that a�ects their disvalue? Does

talk of the felt intensity of valenced experiences su�ce to pick out a single dimension of

(psychological) variation (see Armstrong 1968/2023: 341-3; Mayerfeld 1999: 61-7)? Does the

allocation of attention toward or away from valenced experiences a�ect their value apart from
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the modulation of felt intensity (compare Block 2010 and Chalmers 2010a: Ch. 11)? How should

we weigh the number of subjects who undergo a given token experience and the degree of

overlap between them, as opposed to the number of token experiences (Briggs and Nolan 2015;

Javier-Castellanos 2021; see also Zubo� 1981; Unger 1990; Johnston 2016)?

If in fact there are conscious experiences that confer moral interests without doing so in virtue

of their valence, what is their nature, and what factors modulate their importance? What role,

if any, do complexity and richness of phenomenology play? What moral interests, if any, are

tied to cognitive phenomenology?

Looking beyond the case of conscious states and processes altogether, which agentic

capacities, if any, generate which sorts of moral interests and/or rights? For a given putatively

morally significant agentic capacity, is there any reason to think that that capacity matters per

se? Or should we instead take the source of moral significance to be a desire or belief whose

satisfaction or truth requires that capacity? Or perhaps certain manifestations of the capacity?

And what moral interests are tied to personal identity? Are any of these crucial for thinking

about how we should design digital minds with the capacity to merge or fuse, with

superhuman abilities to remember and forget, and lives that may be vastly shorter or vastly

longer than typical human lives? (Shulman and Bostrom 2021)

More generally, answering questions of the kind outlined above will help us to determine the

extent to which di�erent morally relevant mental phenomena and/or the moral properties

they ground may be expected to attain superhuman levels in certain kinds of minds, such as in

digital minds that might one day be realized (Shulman and Bostrom 2021; compare Buchanan

2011: 209-42). They may also be expected to help us in addressing questions about what moral

obligations we may have in respect of individuals with superhuman capacities for well-being

or ill-being (compare Nozick 1974: 41: Parfit 1984: 389; Chappell 2021).
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1.3 Methodological Issues in Welfare Measurement

We want to be able to assess and compare welfare levels in practice. Over the last half-century

there has been an explosion of research in psychology and economics on subjective well-being

(Layard 2005; Weimann, Knabe, and Schöb 2015). However, fundamental problems of

measurement remain unresolved. These include the problems of using self-reports to

measure welfare interpersonally or on a cardinal scale (Ng 1996, 2008; Kapteyn, Smith, Van

Soest 2012; Angelini et al. 2013; Kristo�erson 2017; Fabian 2022). How, if at all, can we construct

measures of subjective well-being that allow us to reliably impute cardinal structure to

subjects’ responses and to make comparisons across individuals?

If we want to be able to say whether and to what extent people’s lives are good overall as

opposed to bad overall, we need not only a cardinal welfare scale, but specifically a ratio scale

with a privileged zero point. Measurement tools used by social scientists sometimes include a

scale point imagined as the point of neutrality, such as the midpoint of the Cantril

Self-Anchoring Striving Scale, below which most people in fact locate themselves (Diener et al.

2018). However, there are reasons to believe that the midpoint of the Cantrill ladder is actually

significantly higher than the boundary perceived by individuals as demarcating lives worth

living from those not (MacAskill 2022: 196). There also remain di�culties associated with

characterizing the zero level for lifetime well-being in a way that does not presuppose any

particular theory of welfare or population axiology (Broome 2004; Arrhenius 2014: 21-35).

Greater clarity on these issues is important, given the natural assumption that there are moral

reasons to spare individuals from being born into a life not worth living (e.g., Narveson 1967;

McMahan 1981; Parfit 1984: 391). How, if at all, can we do better?

Many of the questions raised above about the measurement of human well-being can be asked

about the measurement of welfare for non-human animals. There currently exist few

measures of the subjective or experiential aspects of animal welfare, and widely used animal

welfare measures like the Five Domains (Mellor et al. 2020) may permit only limited ordinal

comparisons of di�erent outcomes (Browning 2022). There is a pressing need to develop better
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measures of animal welfare, especially in relation to locating di�erent kinds of animals relative

to the zero level. Striking claims are sometimes made to the e�ect that most non-human

animals, whether intensively farmed (Singer 1993: 121; Cooney 2014: 7) or living in the wild (Ng

1995; Horta 2010; Tomasik 2015), do not have lives worth living. However, these claims are often

supported primarily by intuitive conjectures, whereas we have reason to believe that people

make biased assessments of which lives are worth living already in the human case (Gerhart et

al. 1994). Are we able to construct a principled and reliable philosophical and scientific basis for

determining whether, say, American broiler chickens or Atlantic cod really do or do not

typically have lives so bad that we should wish for their sake that they had never been born?

The ideal outcome would be to arrive at measures of the well-being of human and non-human

animals that permit interspecies comparisons of welfare, so as to provide guidance about

necessary trade-o�s. Even restricting ourselves to comparisons of the experiential component

of individual welfare, there are enormous philosophical and scientific obstacles to making

reliable comparisons of this kind (Browning 2023; Fischer 2024). Granting that honey bees have

pleasant and unpleasant experiences, we may want to know whether the range of valenced

states available to them is nonetheless only a fraction of the intensity range of a�ective

experiences available to human beings. Does the total number or overall fraction of neurons

within an animal’s brain dedicated to the processing of valenced a�ect provide important

evidence (Shriver 2022)? How much can we learn by thinking about the role of valenced

experience in learning, decision-making, and the guidance of action, taking account of what

we know about capacities for learning and action selection in di�erent animals? How, if at all,

do cognitive and emotional complexity relate to intensity range? Is the range even the right

property to focus on? Lastly, how useful, if at all, are the approaches we may develop for

making welfare comparisons across di�erent animals in making comparisons of welfare

between biological organisms and potential minds run on inorganic computational substrates?
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1.4 How Does the Moral Significance of Mental Phenomena Depend on the

Natures of Morality and Mind?

The nature of morality is controversial, as is the nature of mind. It would be unsurprising if the

moral significance of mental phenomena depends on the correct resolution of one or both of

these controversies. For example, it has been argued that (certain varieties of) physicalism are

in tension with views that attribute special moral importance to the distinction between

consciousness and its absence (Cutter 2017; Lee 2019; Birch 2022a; compare Pautz 2017). Are

views of this kind correct, and, if so, what are the concrete evaluative implications of

physicalism as regards consciousness and related states?

Another connection between the nature and moral significance of mentality concerns

illusionism, the view that consciousness is not as it introspectively seems (Dennett 1991;

Frankish 2016; see Chalmers 2018 for further references). Illusionism comes in di�erent

varieties: some illusionists deny that consciousness exists; others maintain that consciousness

exists, but is radically distinct from what it introspectively seems to be in one way or another.

It is natural to think that the moral significance of consciousness is tied to its nature and hence

that introspective illusion about the nature of consciousness puts us at risk of error regarding

its moral significance (Kammerer 2019, 2022; compare Lee 2014). Developing and evaluating

this natural thought requires examining the di�erent varieties of illusionism, their

comparative plausibility, and how di�erent forms of illusion about consciousness a�ect the

risk of error concerning the various ways in which experiences are thought to be morally

significant.

Meta-ethical assumptions might also be expected to interact with our thinking about the

moral significance of di�erent mental phenomena. For example, realist meta-ethical views

arguably make room for distinctive epistemological challenges to our moral beliefs about the

significance of various psychological properties, including arguments from disagreement and

appeals to various genealogical debunking arguments (compare Street 2006). The force or

moral import of these challenges may depend on questions about mentality, such as the
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epistemic profile of moral intuitions, the basis of mental content, and the reliability of

introspection, and (Huemer 2008; Dogramaci 2021; Sinhababu 2022). Meta-ethical realism may

be thought to put pressure on views that tie the moral significance of mental properties too

closely to characteristically human traits ( Jaquet 2022; de Lazari-Radek and Singer 2012.),

whereas constructivist views might seem to defuse the appearance of suspicious coincidence

that otherwise arises for ‘chauvinist’ views of that kind (compare Harman 1983: 124-5). Is that in

fact the case? How, if at all, does the correct application of norms of theory choice to moral

views depend on which meta-ethical theory is correct? For example, do Occamist norms apply

only to theories’ fundamental commitments (Bennett 2017; Scha�er 2015) and hence only to

moral principles on views that construe them as fundamental? In what other ways, if any, do

meta-ethical assumptions bear on questions about mind and value?

2. The Distribution of Morally Significant Mental Phenomena
How are morally significant mental phenomena distributed (as a function of non-mental

factors)? We focus primarily on this question as it applies to consciousness, but research on

the distribution of other morally significant phenomena may turn out to be similarly valuable.

For example, we may be particularly interested in valenced experience. At present, there are

relatively few well-developed and well-studied theories of valenced experience, and it remains

to be seen whether existing philosophical theories of valence, like evaluativism (Bain 2012;

Carruthers 2018) and imperativism (Klein 2007; Barlassina and Hayward 2019) can be

developed and operationalized to yield empirical criteria for valenced experience that are

comparable in scope and specificity to, say, the criteria for consciousness proposed by the

global workspace theory (Baars 1998; Dehaene 2014) or the integrated information theory of

consciousness (Tononi 2008; Tononi et al. 2016; Albantakis et al. 2022). It is reasonable to

expect a well-developed theory of valenced experience to shed light on morally-significant

questions such as: Why do animals have both positive and negative a�ective mental states

rather than just di�erent gradations of positive (or negative) a�ect? Are there notable respects

in which minds that rely merely on gradations of positive a�ect are impaired relative to minds
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with bi-polar a�ect systems, or might the former be desirable engineering goals for possible

digital minds (Pearce 1995)?

2.1 Liberal and Stringent Criteria for Consciousness

How liberal or stringent are the conditions on the realization of consciousness? For example,

does consciousness have a wide range of biological realizers, and is it widely distributed

throughout the tree of life, encompassing not only mammals and other vertebrates, but also

invertebrates of di�erent phyla (Klein and Barron 2016; Birch et al. 2021; Gibbons et al. 2022)?

Furthermore, what exactly is the significance of biology to consciousness? Is consciousness

substrate independent or can it only be realized in a narrow range of material substrates,

exemplified by neural biochemistry (Searle 1992; Block 2009, 2022)? Even granting that

functional isomorphs would share the same phenomenal qualities regardless of material

substrate (Chalmers 1996a: 247-275), does consciousness in fact have a wide range of realizers

within functional state space? Or can it only be realized by a narrow range of functional states,

which may, as a matter of fact, be tied closely to the properties of biological brains? (Block 1997;

Godfrey-Smith 2016; Cao 2022).

If consciousness has a computational basis, how do constraints on computational

implementation - such as those that may be required to avoid the threat of extreme

pancomputationalism (Putnam 1987; Searle 1990; Chalmers 1996b) - constrain the range of its

possible physical realizers (Ritchie and Piccinini 2018; Shiller 2023)? For example, might it be

the case that the constraints on computational implementation needed to avoid certain

paradoxical results support the conclusion that a detailed computer simulation of the human

brain fails to realize conscious experience (Klein 2018)?

A further question is whether internal physical duplicates can vary in whether they are

conscious or in what experiences they have (Dretske 1995, 1996; Tye 1995; Lycan 2001; Pautz

2013, 2014; Bourget and Mendelovici 2014; Dalbey and Saad 2022)? If so, which external

9



conditions modulate phenomenology and in what ways? If there are external conditions on

consciousness, how demanding are these? Are they met by virtually all sophisticated agents,

save Boltzmann brains (see Saad forthcoming)? Or are they met by only a narrow class of

entities that have, say, the requisite evolutionary history?

The distinctions highlighted above—between liberal vs. restrictive realization, substrate

independence vs. substrate dependence, and internalism vs. externalism about the physical

basis of experience—are especially significant from a priority setting perspective because of

their relatively direct bearing on the expected distribution of experience. For instance,

evidence in favor of liberal realization or substrate independence would tend to support the

hypothesis that some digital systems can be conscious. On the other hand, evidence for certain

forms of externalism might provide reason to regard as unconscious fine-grained simulations

of conscious minds. Our focus on these distinctions departs from traditional emphasis on

functionalism (Levin 2023), computationalism (Rescorla 2020), and multiple realizability (Bickle

2020). Although none of these theses straightforwardly entails liberal realization, substrate

independence, internalism, or their opposites, their bearing on the expected distribution of

experience proceeds largely via their bearing on the foregoing distinctions. Thus, from a

priority setting perspective, there is reason to focus on the distinctions rather than the

traditional theses in the vicinity. That said, functionalism and computationalism nonetheless

maintain an influential role in philosophical and scientific investigations of consciousness and

the mind more generally. For this reason, it may be valuable to revisit and reassess their

traditionally assumed relationship with liberal realization and substrate independence.

2.2. �eories of Consciousness

In practice, theoretical investigations of the distribution of consciousness usually consider

only a small subset of existing theories and a small subset of available data. However, priority

setting ultimately calls for distributional estimates supported by the total body of available

evidence. For this purpose, it is crucial to attain a synoptic perspective that takes account of

all reasonable theories bearing on the distribution of consciousness. (For e�orts in this
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direction, see Butlin et al. 2023; Chalmers 2023; Sebo and Long 2023.) Systematically

investigating the collective body of theories that bear on the distribution of consciousness is

nonetheless a daunting task, as the vast and rapidly growing literature on this topic is

scattered within and across disparate sub-literatures. For this reason, we are most excited

about meta-work on theories of consciousness, as opposed to object-level engagement with

any particular theory.

For example, given that there are many more rigorous comparisons of scientific theories of

consciousness that could be made than will be made in the near term, which comparisons

should be especially prioritized? What are the in-principle limits on resolving uncertainties

about consciousness in the science of consciousness, and to what extent should we expect to

continue to be burdened with significant degrees of cluelessness about the distribution of

experience? What is the structure of the space of theories of consciousness? Is there a

subspace in which existing theories fall along a small number of crucial dimensions, e.g.

concerning their distributional commitments, what data support them, or their normative

profiles? What portion of the space do existing theories encompass? What bounds the space?

What dimensions and regions of the space are neglected? Are there any important but

underappreciated forms of convergence?

In some cases, theory comparison would benefit from theory regimentation. For example,

when a theory is formulated unclearly or with inessential commitments, it can be helpful to

reformulate the theory so as to capture its core empirical commitments. McQueen’s (2019)

minimal formulation of the integrated information theory may be considered as an example of

this. Which other theory regimentations would facilitate important theory comparisons? A

closely related issue concerns how existing scientific theories of consciousness that were

designed with humans in mind can be ‘de-anthropomorphized’ so as to be applicable to

non-human minds (compare Cappelen and Dever 2021). For example, take the global

workspace theory on which whether a state is conscious depends on whether it is a

representation that is broadcast to a wide range of consumer systems. For the purposes of
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generating predictions about typical humans, the theory can be left imprecise about, say, the

requisite range of consumer systems. But such imprecision needs to be resolved if we are to

extend the theory to non-human minds with rudimentary global workspaces (see Carruthers

2019: 140-164; Birch 2020b; Butlin et al. 2023: §2.2.3).

2.3 Methodology and Data

Ultimately, we would like to be able to know which individuals exhibit morally significant

properties like consciousness and sentience, so as to be in a position to say what di�erent

individuals’ interests are and how their interests should be weighed. Given this aim, how

should we go about developing estimates for the distribution of consciousness? Should we

prefer approaches that are theory-heavy, theory-light, or theory-neutral (Birch 2022b)? Should

the same methodology be used in investigating the distribution of conscious experience in

non-human animals and in inorganic computational systems, or do we need a di�erent

methodological approach altogether when it comes to candidate digital minds (Andrews and

Birch 2023)?

Further methodological challenges arise if our ordinary attributions of consciousness fail to

discriminate between a number of physical and functional properties that typically co-vary

with consciousness in human subjects, but which can come apart. On reductive views, there is

then a metasemantic puzzle concerning how our concepts of consciousness could have

determinate reference, especially when these properties disassociate (Papineau 2002 175-231;

Taylor 2013; Pautz 2017; Balog 2020; Birch 2022a). On both reductive and non-reductive views,

there is an epistemological puzzle as to what evidence could conceivably reveal to us which of

these properties generally co-varies with consciousness (Block 2002; Hohwy 2004; Levin 2008;

Balog 2020). How should we tackle these problems, and what bearing does their resolution

have on the question of how to value the distinct properties that may be tightly correlated and

associated with consciousness in human subjects?
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A further methodological issue concerns the extent to which research on the moral

significance and on the nature and distribution of di�erent mental phenomena can proceed in

parallel. For example, to what extent is it desirable that a theory of consciousness - or of a

particular type of experience such as pain - be able to account for its moral significance (see

Jacobson 2013; Bain 2019)? Could views about the moral significance of consciousness be

undermined by particular conclusions we might draw about its nature and distribution? For

example, could the moral significance ordinarily assigned to consciousness be undermined by

the discovery that the state that comes closest and close enough to satisfying our concept of

consciousness is similar to many accompanying states to which the concept does not apply

(Lee 2013). Compare: views that attach outstanding moral significance to personal identity

might be underdetermined by the discovery that personal identity is non-branching

psychological continuity and that that relation typically holds in the presence of other similar

relations (Parfit 1984).

Our current epistemic predicament may suggest that additional crucial considerations are

discoverable and that it is especially important to identify and articulate the import of

potentially crucial but neglected issues that bear on the distribution of consciousness. Possible

candidates include: the meta-problem of consciousness (Chalmers 2018); debunking arguments

appealing to proximal or distal explanations of our judgments about consciousness (Chalmers,

2018, 2020); in-depth analysis of the strengths and weaknesses of the ‘fading qualia’ and

‘dancing qualia’ arguments for organizational invariance (Chalmers 1996a: 247-75) and related

theses (Saad and Bradley 2022); the mental problem of the many (see Unger 2004; Simon 2017;

Crummett 2022; Fischer et al. 2022; Roelofs 2022; Builes and Hare 2023); the bearing of

self-locating evidence and observation selection e�ects (Bostrom 2002; Titelbaum 2008;

Shulman and Bostrom 2012; Hanson et al. 2021; Snyder-Beattie; Isaacs et al. 2022; Manley n.d.)

on our beliefs about the overall distribution of consciousness (see Zubo� 1990; Bostrom 2003;

Crawford 2013; Dorr and Arntzenius, 2017; Chalmers 2022: Ch. 5; Li and Saad 2022, 2023,

forthcoming; Builes and Hare 2023); the possibility of hidden qualia (Shiller 2017b; compare

Block 2007; Go� 2013; Muelhauser 2017 Appendix H; Schwitzgebel 2015; Lee 2019; Bayne et al.
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2020); accounting for harmonious phenomenal-normative correlations ( James 1890; Pautz 2015,

2020b; Mørch 2017; Go� 2018; Saad 2019, 2022; Cutter and Crummett forthcoming); and

accounting for laws of appearance (Raymont 2005; Cutter 2016, Pautz 2020b; Sainsbury 2022,

Speaks 2022; Block 2023: 198-200; Morgan, 2023).

Lastly, how should we estimate the value of information about the basis of consciousness and

the relative importance of di�erent kinds of errors? When it comes to evidence of sentience, it

seems intuitive that we should be more worried about false negatives than false positives. Is

that in fact the case, and, if so, how, if at all, should this asymmetry inform research and

theorizing about consciousness (Peters 2023)? Are there ways in which even accurate

information about the distribution and physical basis of sentience might pose an information

hazard? For example, could such information be misused at scale by malevolent actors, and

how, if at all, should these downside risks inform research practices (Althaus and Baumann

2020; compare: Bostrom 2017)?

3. Preparing to Live Alongside Digital Minds
Some forecasts assign substantial probability to AI systems meeting or exceeding humans in

cognitive capacities being mass produced before the end of this century (Davidson 2023;

compare: Hanson 2016; Cotra 2020; Alexander 2023a). The prospect of digital minds raises a

host of challenges that are little understood and neglected. There is no plan in place for

navigating these challenges, and no compelling case has been made that they will be

well-navigated by default. There is thus an urgent task of identifying key challenges raised by

that prospect and devising strategies for addressing them. This section highlights some key

issues in this area. As before, the listed issues are by no means exhaustive.

3.1 Catastrophic Risks and�eir Mitigation

There has been considerable discussion of the idea that advanced AI poses an existential risk

via the possibility of digital agents with superhuman cognitive capacities that turn out to be

misaligned with human values (Yudkowsky 2008; Bostrom 2014; Russell 2019; Cotra 2022; Ngo

14



et al. 2022; Ord 2022; Carlsmith 2024; see also Alexander 2023b and references therein; for

other catastrophic risks posed by AI, see, e.g., Hendrycks et al. 2023). A growing body of

research addressing the alignment problem aims to ensure that the goals and values of AI

systems do not conflict with those of human users (Christiano 2019; Christian 2020; Krakovna,

2023).

A neglected issue concerns possible moral constraints on solutions to the alignment problem,

(Christiano 2018; Peterson 2019; Gabriel 2020; compare: Chalmers 2010b: 30), and in particular

constraints arising from the potential moral interests and rights of advanced AI systems.

Suppose advanced AI systems meet or exceed cognitive criteria for high moral status of the

kind typically associated with human persons. Would it be permissible to design digital minds

like that so that they intrinsically value serving humanity and prioritize human welfare over

their own, with no freedom to explore other values (Petersen 2007)? If it would not

(Schwitzgebel and Garza 2020), what are the implications for designing morally permissible

solutions to the alignment problem? To what extent are existing alignment proposals in

tension with the ethical treatment of digital minds? Should any such tensions be leveraged to

decelerate or regulate AI development?

More generally, the emergence of large populations of digital minds would be associated with

non-negligible risks of catastrophic digital su�ering and large-scale AI rights violations

(Bostrom 2014: Ch. 8; Sotala and Gloor 2017; Tomasik 2017; Saad and Bradley 2022; Saad 2023;

Schwitzgebel 2023). There is nothing that guarantees, or even renders it likely, that humanity

will generally extend future AI moral patients the considerations they are owed rather than the

sort of consideration we currently extend to personal computers or non-player characters in

video games. If a very large number of such AIs exist and even a small portion are mistreated,

their abuse will unfold at enormous scales. At present, these risks are not widely recognized.

Threat models and mitigation strategies remain underdeveloped. Valuable research on this

score could be constructive or critical in character: while the construction of better risk

mitigation strategies would constitute progress in this area, so too would impossibility results
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that reveal the unavailability of mitigation strategies that achieve well-motivated desiderata.

The latter might serve to guide further research in the area in fruitful directions or lend

support to proposals such as technological pauses or moratoria (Metzinger 2021).

3.2 Digital Minds and Timing Issues

In setting priorities, we face not only questions about the impact of di�erent types of

interventions but also about the impact of intervention timing. A number of these arise in

connection with AI, owing to the rapid pace of AI development, the malleability of its

trajectory, and the large but highly uncertain potential impact of AI on the distribution of

minds.

For example, what, if anything, should be done now to prepare the ground for appropriate

recognition of the moral status of advanced AI systems that might exist in the future? Would it

be better to focus for now on resolving crucial uncertainties about consciousness and moral

status in digital systems, before prioritizing legal and policy interventions? From the

perspective of ensuring appropriate recognition of the moral status of AI systems, is it

desirable for certain kinds of AI systems to arrive before others? Are there risks that certain

false beliefs about morally significant aspects of mind could become locked in (compare

MacAskill 2022: 75-102)?

3.3 How Might the Future Go Well?

Currently, discussion of possible future outcomes involving the emergence of digital minds

focuses primarily on catastrophic risks and corresponding threat models. It is also worth

reflecting concretely on the character of desirable long-run outcomes involving digital minds

and the steps by which to get from here to there (Chalmers 2010b; Hanson 2016; Shiller 2017a;

Shulman and Bostrom 2021; Friederich 2023).

For example, if futures involving large populations of digital systems imbued with

consciousness are considered desirable, what strategies can mitigate against our uncertainty

16



about the physical basis of consciousness? Can candidate su�cient conditions for

consciousness co-occur in digital systems, and, if so, what are the prospects for engineering or

training co-occurring candidates into digital systems so as to reduce uncertainty about the

presence of consciousness? Alternatively, what are the prospects for creating large populations

of systems that di�erentially exhibit candidate bases of consciousness? What do di�erent

views in population ethics imply about what population-portfolio of this sort would be

optimal?
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